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Chapter 1

Introduction and layout

1 Aim and proposal

In this dissertation I put forth a syntactic theory of argument structure and the syntax-
morphology interface and I apply it mainly to Early and Classical Latin, although
comparison with other languages and discussion of the facts in these languages is
conceded a considerable weight. Drawing on Mateu 2002f., Borer 2005b and Marantz
1995f.,, I argue for a view of argument structure where a basic distinction is drawn
between the elements carrying encyclopaedic content, the roots, and the syntactic
configuration built around functional heads. Argument structure properties exclusively
depend on the latter. Furthermore, the syntactic configuration provides the structural
semantics of the linguistic expression. I endorse a theory of the syntax-morphology
interface like the one proposed in the Distributed Morphology framework: morphology
is, by default, syntax, although some specific PF operations can disrupt the basic
syntax-morphology isomorphism —an isomorphism which, I argue, is inherent to the
syntax-semantics interface. Crucially, cross-linguistic variation shall be defended to
depend exclusively on that lack of isomorphism between syntax and morphology. In
particular, it is triggered ultimately by language-specific morphophonological properties
of functional heads.

The empirical focus is set on the domain of events expressing a transition. I consider
Talmy’s (2000) theory of the cross-linguistic expression of events of change, where a
basic divide is drawn between the languages in which the transition can be encoded by a
non-verbal element —satellite-framed languages— and the languages in which the
transition must be encoded by the verb —verb-framed languages. 1 couch Talmy’s
theory of transition events within a syntactic theory of argument structure, and I explore
a wide range of constructions in Latin —either presenting new data or giving a new
perspective on data from the Latin linguistics tradition— to show that Latin pertains to
the class of satellite-framed languages. Following an idea in Mateu 2002:160 and Mateu
& Rigau 2002, I propose that the s-/v-framed distinction is explainable in purely
morphophonological terms. In particular, I make use of the theory of PF operations
developed by Embick & Noyer (1999, 2001) within the Distributed Morphology
framework, together with Hale & Keyser’s (2002:60f.) and Harley’s (2004) theory of
conflation, to account for the distinction. Thus, in v-framed languages the eventive v
head lowers, at PF, to the head encoding transition —Path— and fuses with it, yielding
a unique locus for phonological realisation. On the other hand, in s-framed languages
this Fusion operation does not take place, so v and Path are free to be phonologically
realised independently from each other. Finally, I propose a refinement of Talmy’s
typology within the class of s-framed languages. First, there are strong s-framed
languages, like the Germanic languages, where v and Path are not required to form one
word, and, thus, allow constructions like complex adjectival resultative constructions.
Second, there are weak s-framed languages, like Latin, where v and Path must form one
word (if both are realised independently from each other) and disallow, hence,
constructions like adjectival resultative constructions. This distinction is accounted for
in terms of a v-to-Path (PF) Lowering operation for weak s-framed languages, which
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creates a complex head. A three-way, gradual typology emerges encompassing strong s-
framed languages (no v-to-Path Lowering and no Path-v Fusion), weak s-framed
languages (v-to-Path Lowering, no Path-v Fusion) and v-framed languages (v-to-Path
Lowering and Path-v Fusion).

2 Methodology

2.1 The advantages of a theoretical approach to the grammar of unspoken languages

This is, primarily, a dissertation on theoretical linguistics, in particular, on generative
grammar. It is, secondarily, a dissertation on Latin. Since it has become a bit of a
tradition in works like the present one to justify this seemingly unnatural marriage, I
shall also say a few words about it.

Needless to say, the main problem in doing generative grammar on an unspoken
language is the lack of native speakers. In particular, we do not have access to
competence, but only to performance, since we cannot elicit grammatical judgements.'
The data of closed corpora are, thus, natural data, not experimental data, and deny us the
precious gift of negative evidence, i.e., the starred sentence. Moreover, we cannot be a
hundred per cent sure that what has survived up to our times in the manuscripts is
undoubtedly positive evidence —an unstarred sentence—and we can only confide in the
expertise of the philologists to provide us with reliable editions.

I would like to assuage the dramatic scenario just depicted by pointing out how
generative grammar —or any well articulated theory, for that matter— can shed light on
the grammar of ancient languages. Interestingly, E. Kiss (2005) notes that there have
been two major approaches to grammatical descriptions of unspoken languages. The
traditional approach is inductive, in that it builds a description from the data available in
the closed corpus. More recently, theoretical approaches, which are deductive in nature,
formulate hypotheses couched within a general theory of grammar, and validate them
against the data of the corpus. While the inductive approach has proved useful in
“listing and interpreting the morphemes of a language” (E. Kiss 2005:2) and in making
generalisations concerning the different levels of grammar, such an approach is, by
necessity, considerably less heuristic than a deductive approach. Specifically, it is only
when equipped with a theory that we are in a position to look for particular
constructions —since we predict them to be possible or not— and that we can thus ask
ourselves why a particular construction is not attested in the corpus. In this way, a
deductive approach compensates for the lack of negative evidence characteristic of
corpora.

This dissertation provides a perspicuous illustration of the advantage of a deductive
approach in addressing data from unspoken languages. As an example, [ will show, in
Chapter 4, that Latin does not feature complex adjectival resultative constructions, i.e.,
constructions like Sue hammered the metal flat, in which flat encodes the final state
attained by the metal and hammered encodes the way in which Sue brings the metal to
that state. As far as I know, this claim about how argument structure is expressed in this
language has never before been made in the Latin linguistics tradition or elsewhere.

! Although we do have access to what ancient grammarians said about the facts of their languages. For
Early and Classical Latin, specifically, we possess part of Varro’s De lingua latina (On the Latin
language), of the st century BC. On the other hand, some contemporary authors, like Pfister (1983) or
Miller (1993), advocate for the use of a nonnative competence, built after years of exposition to the texts.
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Importantly, although the claim is empirical, and arrived at through a thorough corpus
search which I shall describe in Chapter 4, Section 1.2, I would never have made it were
it not for the fact that, from a particular theoretical perspective presented in Chapters 2
and 3, complex adjectival resultative constructions are expected to be allowed in
languages like Latin (s-framed languages —see Section 1). The theory leads us to the
data. In turn, the empirical finding in Latin leads me to non-trivial empirical and
theoretical questions: Do other s-framed languages disallow these constructions? Is
Talmy’s (1991, 2000) typology to be refined? Can I accomplish the refinement through
the theoretical tools which I assume?’

2.2 Data and corpus

The Latin data in this dissertation correspond to the periods of Early and Classical
Latin, spanning, respectively, from the 3rd century BC to 100 BC and from 100 BC to
the end of the 2nd century AD. Crucially, I follow Crocco Galeas & Iacobini (1993) in
adopting a broad sense of the term Classical Latin, since this period is sometimes taken
to correspond to the Ist century BC, excluding the so-called Silver Latin period, which
encompasses the two first centuries of our era (see Haverling 2000:38). One of the
reasons to assume an extended “version” of the Classical Latin period and to add also
Early Latin into the relevant corpus has to do with what Crocco Gal¢as & lacobini
(1993:52) call the “relative homogeneity in the control of written norm” (my
translation: VAM), applicable to Classical Latin in the broad sense, and, hence,
encompassing Silver Latin. In particular, these authors point out that “in the literary
texts of the first two centuries of the Empire <i.e., the first two centuries of our era:
VAM> the prevalent norm is that of the Golden Age <i.e., the Classical period in the
narrow sense: VAM>."" (Crocco Galéas & lacobini 1993:52; my translation: VAM). A
second reason is my suspicion that Late Latin (from the 3rd century to the 6th century
AD) shows important differences as far as the empirical domain of this dissertation is
concerned, i.e., argument structure and, secondarily, Aktionsart. It will become clear in
Chapters 3 and 4 that Latin makes use of verbal prefixes in expressing argument
structure changes and that there is a non-trivial relation between prefixation and telicity.
However, as Haverling (2000:459) concludes in a monumental work on the Aktionsart
properties of unprefixed vs. prefixed sco-suffixed verbs, the function of the prefix as a
telicity marker is clearly lost by the end of the 2nd century AD. Having into account
these two reasons, I adopt the working hypothesis that the periods of Early and Classical
Latin (in the broad sense) constitute a homogeneous language stage as far as the
morphosyntactic expression of argument structure and Aktionsart is concerned.

Unless otherwise stated, the data have been extracted from the CD-ROM corpus of the
second edition of the Bibliotheca Teubneriana Latina (BTL2, Tombeur 2002), a
digitalised collection of the highly reliable Teubner’s Latin text editions. I restrict the
corpus searches to the Antiquitas subcorpus of the BTL2, since this subcorpus
corresponds to the relevant period described above, from the first written texts down to
the end of the 2nd century AD. The Antiquitas subcorpus contains a total of 300,959
sentences. The procedure I have used to retrieve the data from the BTL2 consists in
searches for combinations of particular elements within the mentioned Antiquitas
subcorpus. For instance, a search for telic instances of the prefixed verb advolo ‘fly
onto’ could involve the search of the combination of the sequence “advol*”, which

2 For more considerations of the problems encountered when working on unspoken languages see
Pinkster 1972:9-14.
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yields all the registered forms of the verb without the inflectional endings, and telicity-
signalling expressions such as subito ‘suddenly’. The BTL2, although not lemmatised,
is remarkably flexible as far as search filters are concerned, permitting the use of
boolean operators or useful devices such as the restriction in the number of words
between the elements searched for.

Besides the BTL2, I draw on the data and descriptions thereof found in the rich tradition
of works on Latin linguistics, from the 19th century on. Of particular importance, also,
are the Latin dictionaries: Gaffiot’s (1934) Dictionnaire Latin-Frangais and Lewis &
Short’s (1879) Latin Dictionary, available online at the Perseus Digital Library Project
(Tufts University; Crane 2010). I have also found data in other online corpora, although
I have always ascertained that the data were also registered in the Antiquitas subcorpus
of the BTL2, and, accordingly, I have always labelled them with the reference provided
in the BTL2. In particular, I have made use of the Greek and Roman Materials database
at the Perseus Digital Library Project, the LacusCurtius database (University of
Chicago; Thayer 2010) and the Itinera Electronica database (Universit¢ de Lovaine;
Meurant 2010). For some of the texts found in these corpora there is a translation
available, which I have often taken into account; however, I always provide a
translation of my own for all Latin data, if not otherwise stated.

3 Layout of the dissertation

The bulk of the dissertation is articulated in three chapters: Chapter 2, Chapter 3 and
Chapter 4. Chapter 5 provides an overall summary and conclusions, gathering the
challenges for the general proposal and the possible avenues for future research.

In Chapter 2 I put forth a theory of argument structure and the syntax-morphology
interface. The theory to be presented pertains to the class of so-called neo-
constructionist theories, that is, theories where argument structure properties do not
emerge from lexical items, but are properties of the syntactic configurations built by the
computational system. First I introduce the distinction between endo-skeletal theories
and exo-skeletal theories: the former propose that syntax emerges from properties
inherent to lexical items, while the latter propose that lexical items do not possess
argument structure properties. In turn, [ distinguish, within the latter class,
constructionist theories, where syntactic configurations are lexical primitives, and neo-
constructionist theories, where syntactic configurations are the result of derivations
carried out by computational operations. As for the syntax-morphology interface, I
adopt Embick & Noyer’s (1999, 2001) theory of operations applying at PF, enriching it
with Hale & Keyser’s (2002:60f.) and Harley’s (2004) theory of conflation. These
operations have to account for the lack of isomorphism between the syntactic-semantic
representation and the morphophonological representation, and, thereby, for cross-
linguistic variation, which is proposed to emerge from morphophonological properties
of functional items.

Chapter 3 attempts to show that Latin is a s-framed language, in the sense of Talmy
2000: in predicates expressing a transition, the element conveying the transition and the
verb correspond to different phonological units. First I introduce Talmy’s (1991, 2000)
theory of transition events, and his distinction between v-framed languages (like
Romance, where the transition cannot be expressed as an element different from the
verb) and s-framed languages (like Latin). I make a syntactic interpretation of Talmy’s
theory and propose that the s-/v-framed distinction is to be accounted for in
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morphophonological terms: in v-framed languages a PF operation (Fusion) is triggered
which converts the eventive v head and the head expressing transition, Path, into a
single head. This operation makes it impossible for both heads to be realised
independently. In s-framed languages, on the other hand, this PF operation is not
triggered. After this theoretical introduction, I carry out an investigation of the
expression of events of change in Latin, and I show that this language is indeed a s-
framed one. I introduce data which, as far as I know, have not been tackled before in the
Latin linguistic tradition —cf. Ground Unselected Object Constructions in Section 3.2.2
or Pseudoreversatives in Section 3.5. All the constructions receive a uniform analysis
based on the status of Latin as an s-framed language. Importantly, I show, particularly
when dealing with Figure Unselected Object Constructions (Sections 3.2.1), that a neo-
constructionist approach to argument structure is more explanatory than traditional
lexicalist approaches. Finally, within a scenario that exceeds Latin, I propose new
hypotheses on the nature of phenomena like Complex Effected Motion Constructions
(Section 3.3) or the constructions involved in the Locative Alternation (Section 3.4).

In Chapter 4 1 compare Latin with other languages as far as the morphosyntactic
expression of argument structure is concerned. I provide empirical evidence that Latin,
although being an s-framed language, does not feature complex adjectival resultative
constructions. I observe that a similar fact has been observed for another group of
languages, namely, the Slavic languages. I furthermore note that neither of these
languages seem to allow complex PP resultative constructions if the verb is not
endowed with a prefix. I suggest that the disallowance of complex adjectival resultative
constructions and that of unprefixed PP resultative constructions is related, and I
propose that in these languages there is an affixal relation between the v head and the
Path head which blocks the generation of the mentioned constructions. I call these
languages weak s-framed languages, contrasting with strong s-framed languages, which
do not require any such affixal relation between v and Path. In particular, I propose that
the affixal relation between v and Path in weak s-framed languages is accounted for via
a PF Lowering operation which brings the v head to the Path head, forming a complex
head. I explore the empirical predictions of the proposal in a number of languages,
inside and outside Indo-European. Finally I revise some of the works which have
addressed the relationship of AP resultatives with other resultative constructions, and I
face possible counterexamples.

17



18



Chapter 2

A neo-constructionist perspective on argument structure

In this chapter I present the view of the lexicon-syntax interface that will be defended
throughout the dissertation. I adopt a perspective often referred to as neo-constructionist
(Levin & Rappaport Hovav 2005:191), where the computational system of the language
faculty creates structures independently of the semantic encyclopaedic features of
lexical items, and where the compositional semantics of those expressions is directly
read off the syntactic structure. The role of lexical items in the interpretation of
linguistic expressions is reduced to that of contributing their encyclopaedic content. In
Section 1 I describe the two main types of theories of the lexicon-syntax interface: the
projectionist and the constructionist theories, making a distinction between
constructionist and neo-constructionist theories, and highlighting the advantages of the
latter. In Section 2 I revise three neo-constructionist frameworks: the theory of
relational syntax and semantics of argument structure put forth by Mateu (2002), the
exo-skeletal model of event structure by Borer (2003, 2005b), and the Distributed
Morphology model (Halle & Marantz 1993, Marantz 1995f., among others). In Section
3 I put forth a model drawing on the three models presented in Section 2. The central
idea around which the theory is built is the difference between elements conveying
encyclopaedic content, roots, and elements conveying grammatical content, functional
heads. Within the same section I expose a view of the morphology-syntax interface,
based on the Distributed Morphology model, which will help me tackle the cross-
linguistic differences in argument structure expression discussed in Chapters 3 and 4.

1 Endo-skeletal versus exo-skeletal approaches to the lexicon-syntax interface

1.1  Properties of the lexical item vs. properties of the structure

I am concerned here with theories of the lexicon-syntax interface.’ If an interface is a
region where two cognitive systems meet, that is, where there is a flux of information
between both, the lexicon-syntax interface is the domain of the linguistic knowledge
where both lexical and syntactic knowledge are at stake. A theory of the lexicon-syntax
interface is, then, a theory of the relationship between the meaning of lexical items
(lexical knowledge) and the syntactic environments they appear in (syntactic
knowledge). The characterisation of that relationship has been approached in basically
two different ways in the linguistic tradition: either from the point of view of the
semantics of the lexical item or from the point of view of the syntactic environment in
which it appears. The first point of view is at the origin of theories aiming at providing a
necessary and sufficient characterisation of the semantic elements involved in a given
lexical item which are relevant when determining its syntactic environment. Such
theories are particularly concerned with the design of appropriate lexical semantic
representations which adequately register those semantic elements crucial in
determining the lexical item’s syntactic properties.* To put it in Rappaport Hovav &

3 Other revisions of theories of the lexicon-syntax interface are to be found in Butt & Geuder 1998,
Rappaport Hovav & Levin 1998, Mendikoetxea 2004, Levin & Rappaport Hovav 2005 or Demonte 2006.
* This point must be emphasised since it has been within this kind of theories that the difference between
grammatically-relevant and grammatically-irrelevant semantic aspects of a lexical item has first been
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Levin’s (1998:97) terms, “on this approach, the lexical property of a verb that is taken
to determine its syntactic behaviour is its meaning (e.g., Levin 1993; Levin &
Rappaport Hovav 1995; Pinker 1989)”. Complementarily, if the theory does not endow
lexical items with a formal apparatus marking the syntactic expression of their semantic
information, it shall design the algorithms necessary for deriving the lexical item’s
syntactic environment from the mentioned syntactically relevant semantic elements.
And of course it is possible that both a representation of grammatically relevant
properties of the lexical item and a lexicon-(morpho)syntax mapping algorithm are
provided.

Conversely, there are theories of the lexicon-syntax interface that try to uncover which
syntactic structures give rise to what semantic interpretations within a given syntactic
domain, taking in that way some of the weight of the semantic interpretation from the
lexical item itself and carrying it over to the syntax —in other words, to functional
categories and functional structure. In such theories, there is no need for rich lexical
semantic representations accounting for the lexical item’s syntactic behaviour, nor
special algorithms relating the relevant aspects of meaning to morphosyntactic
expression. There exists, however, a requirement of accurately describing —often after
enriching— the functional architecture of a sentence so as to account for its syntax and
its compositional semantics, abstracting from the conceptual content of the lexical items
it embeds. Borer (2003:33) calls the theories of the former kind endo-skeletal theories,
and those of the latter, exo-skeletal theories. This is not, of course, the traditional
nomenclature. Thus, Levin and Rappaport Hovav (2005) call the former theories
projectionist, because the structure is projected from the lexical item, while the second
ones are constructionist, because the compositional semantic and syntactic properties
are part of the construction, and not of the lexical item embedded within. Borer’s (2003)
terms are based on the two basic types of skeletons we find in the animal kingdom: the
endoskeleton or internal skeleton, found in vertebrates, and the exoskeleton or external

pointed out (see Pinker 1989, Rappaport Hovav & Levin 1998). However, in some cases some lexical
semantic aspect has been determined as grammatically relevant by some researcher which is then shown
to be grammatically irrelevant by another one. This is the case with the notion of internal/external
causation, a semantic element present in many verbs which, according to Levin & Rappaport Hovav
(1995) determines the realisation of its arguments. In a nutshell, internally caused eventualities, those
which are triggered by properties inherent to the entity participating in the event, as bloom or shatter, are
encoded by verbs which, to give an example of their syntactic peculiarities, cannot participate in the
causative alternation. On the contrary, those verbs representing events which are induced by an external
cause, as break or open, readily participate in that alternation. A concrete example will make the point
clearer: the Italian verb arrossire or its English equivalent blush is deemed an internally caused verb in
Levin & Rappaport Hovav 1995, since it does not license a causative structure: *{Il complimento/mio
padre} mi ha arrossito. The fact, however, that arrossire takes auxiliary essere ‘be’ and not avere ‘have’
in the perfect tense is a pitfall for Levin and Rappaport Hovav’s (1995) theory, where internally caused
eventualities are taken to select avere. Levin & Rappaport Hovav (1995), who do not give up on the idea
that arrossire involves an immediate cause (in clinging to the belief that the person who blushes is the
immediate cause of the blushing), need to resort to a stipulative ordering of linking rules (that is, rules
mapping arguments to syntactic constituents) to account for the alleged anomaly. By contrast, Mateu
(2002:88f.) proposes that, although blushing might universally refer to a conceptual scene where it is the
properties of the affected entity what causes the event, it is the case that arrossire —unlike some of its
cross-linguistic “synonyms”— is semantically construed as a change-of-state eventuality; thus it comes as
no surprise that it takes essere and not avere in the perfect. Crucially, in this perspective, there is no
linguistic trace of the notion of immediate cause in arrossire, much as world knowledge tells us that it is
properties of the blushing individual what makes him/her blush (that is, that there is some internal cause
in the blushing event). This view predicts the possibility that other languages construe the event
differently, and this is indeed the case: bloezen, in Dutch, takes hebben ‘have’ and not zijn ‘be’, since the
blushing is semantically construed not as a change of state, but as an activity.

20



skeleton, found typically in arthropods. Similarly, in endo-skeletal theories, the
structure is considered to be built from the inside, that is, from the lexical items
embedded in the structure, as it is through the properties of these lexical items that
linguistic expressions are built. In this sense, lexical items and their properties constitute
the structure’s skeleton (an endoskeleton).” On the contrary, in exo-skeletal theories
functional structure is the skeleton —an exoskeleton— of linguistic expressions, in that
it is this structure what determines the (compositional) semantic and syntactic features
of the sentence. In turn, lexical items are embedded within this exoskeleton. Here I will
adhere to Borer’s terminology, and I will reserve the term constructionist for the exo-
skeletal models where the syntactic structure corresponds, almost entirely, to lexically
stored constructions. The exo-skeletal models where structure is built by the
computational system, that is, where constructions are not primitive entities, shall be
called neo-constructionist.® Importantly, the discussion in the present section is based
almost entirely on the contrast between endo-skeletal and neo-constructionist
approaches, in spite of the use of the term exo-skeletal in referring to the latter. See
Section 1.3 for more discussion on the constructionist/neo-constructionist divide.’

In order to get a taste of how these general perspectives work out the relation between
lexical semantics and syntax, let us have a look at the way they would approach that
relation in the following sentence:

(1) The elephant broke the mirror.

In considering the relationship between the meaning of break and the syntactic
properties of the sentence it appears in, an endo-skeletal approach postulates a lexical
unit (stored among many others in some kind of lexicon), break, provided with a set of
idiosyncratic formal properties: a category V, a lexical semantic representation and,
perhaps, a subcategorisation frame. The lexical semantic representation could assume a
variety of formats, for instance some kind of list of the theta-roles or semantic functions
of the participants of the event described by break. In the case of break two theta-roles
would be listed: the Agent or breaker and the Patient or thing broken. If a
subcategorisation frame were also provided, it would contain information about the
insertion context of break, such as + NP, meaning the obligatoriness of an NP in
object position when break is inserted (all verbs have an (overt) subject in English, so
there wouldn’t be a need to state that for break).® In most endo-skeletal models,
however, some general mapping mechanisms, either lexical or syntactic, convert our list
[Agent, Patient] into syntactic knowledge —both its phrasal category and its syntactic
function:

> Goldberg (1995) uses “lexically based” or “bottom-up” approaches to refer to endo-skeletal approaches,
considering the fact that these approaches construe the structure from the bottom, that is from the terminal
elements (the lexical items) of the syntactic tree.

% Ramchand (2008:9f.) uses the term generative-constructivist approaches.

7 Examples of endo-skeletal theories are Williams 1981f., Kaplan & Bresnan 1982, Pesetsky 1982, Di
Sciullo & Williams 1987, Wunderlich 1987f., Grimshaw 1990, Van Valin 1993, Levin & Rappaport
Hovav 1995, Rappaport Hovav & Levin 1998 or Reinhart 2000, 2002.

¥ Of course break may appear in an intransitive context where the subject is the thing being broken, as in
The mirror broke. The endo-skeletal approach would probably posit mapping mechanisms (lexical or not)
to derive one alternant from the other.
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2)
a. Agent = An NP subject (The elephant)
b. Patient = an NP object (the mirror)

Such an approach predicts that, as break, other verbs with the same theta-grid would
resolve the mapping in the same way; crush, for instance, would incorporate the same
solution, at least as the sentence in (1) is concerned: [crush], [“destroy by exerting a
hard pressure”], [Agent, Patient]. This is indeed the case: The elephant crushed the
mirror.

An exo-skeletal approach conceives of the structural properties of the expression in (1)
as responsible for some aspects of its semantic interpretation, such as the notion of
Agent or Theme, or its aspectual properties, and of its syntax, such as the presence of an
object or of a subject. Many of these structural properties are covert, of course. In this
approach, particular attention is paid to the presence of the same unit, break, in other
very different syntactic contexts, as in (3), where the intended meaning is “the elephant
went in violently”:

(3) The elephant broke (*the mirror) in.

Contradicting the prediction of the endo-skeletal approach, there seems to be no
possible projection of the Theme argument in (3), an alleged idiosyncratic property of
break.’ The exo-skeletal approach would interpret the structure of the sentence in (3) as
disabling the appearance of the object, and would try to give an account of that
disallowance in terms of the syntactic structure.” Probably, in the face of the
availability of break in (1) and (3) the endo-skeletal account would propose two breaks,
an object-projecting break and a second lexical item break in, which would not count a
Theme within its theta-grid (hence not projecting it in the syntax). The problem here
would be the failure to capture the generality that other verbs which, as break,
obligatorily project an object in certain structures (The elephant broke *(the mirror)),
cannot project it when appearing with some particles. This is the case of smash, another
verb of compulsory object-projection (The elephant smashed *(the mirror)) which is
obligatorily intransitive when combined with through, as in (4) below in the
interpretation that the elephant is entering somewhere after traversing some entity (the
sentence accepts the direct object in the interpretation where the elephant does not
traverse the mirror):

(4) The elephant smashed (*the mirror) through.

However, not only does the break case extend intra-linguistically, to other verbs within
the same languages, but also cross-linguistically. Thus, the break/break in alternation
parallels the one found in Latin between rumpo ‘break’ and prefixed irrumpo ‘break in’
(cf. in “in, into’ + rumpo ‘break’):

? Mclntyre (2004:1) calls this failure of a verb in linking its argument in particular environments
atransitivity.

'%In turn, this approach involves the assumption that the meaning of break is perhaps much more abstract
than usually considered, excluding the affection exerted on some object.
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(5) Latin
a. Elephans *(speculum) rupit.
elephant.NOM  mirror.ACC broke
‘The elephant broke the mirror.’
b. Elephans (*speculum) irrupit.
elephant.NOM  mirror.ACC in-broke
‘The elephant broke in.’

If, as probably assumed within the endo-skeletal approach, there are two lexically listed
(although related, as said before) breaks, accounting for their different argument
structure properties, the question is why a similar listing obtains in a different lexicon,
namely that of Latin."" Conversely, the exo-skeletal approach would develop a theory of
sentential architecture apt to host a position for the object in the case of (1), without
resorting to any idiosyncratic properties of break. In doing this, it might run the risk of
either creating nonexistent structure (an easy danger, provided that much of that
structure is covert, as said above) or overgenerating, that is, predicting the existence of
expressions which are not found.

Within such a scenario, a fundamental asymmetry arises between the articulations of
these two types of theory. While in the former type, the endo-skeletal, the interface
between the lexicon and the syntax is nontrivial, in the sense that it is the semantic
properties of lexical items what derives their syntactic properties, in the exo-skeletal
type the interface is considerably reduced, if existent at all, as can be gathered from the
next quote from Borer 2005b:"

(6) Borer: 2005b:8
“Contrary to common assumptions, there is, in actuality, no direct interface, as
such, between the conceptual system and the grammar, in that properties of
concepts do not feed directly into the determination of any grammatical
properties.”

In attributing all not purely conceptual semantic aspects of linguistics expressions to the
syntactic structure, paradoxically, exo-skeletal theories turn out not to be theories of the
lexicon-syntax interface any more, as they do not envision any such interface. They
attempt to explain problems of the relationship between lexical semantics and syntax,
distributing what has traditionally been packed together as lexical semantics into
compositional semantics and conceptual semantics, and rethinking the former as an
emergence of syntactic structure. Thus, in developing the appropriate functional

"' Within a classical constructionist approach, where constructions are primitive lexically listed units, the
cross-linguistic facts are difficult to accommodate (see Section 1.3). In general, lexical marking is a
problem when cross-linguistic parallels are found, since they remain, within frameworks which massively
resort to lexical marking, as mere coincidences.

2 A further qualification of the interface is found in Borer 2005a:12: “But listemes <roots, elements
endowed only with conceptual content: VAM> are the matter of language. It is substantive vocabulary
items that are placed within structures and which constitute the most salient aspect of our linguistic
perception. Where, then, does the grammar meet the substantive listeme? At some very narrow portal, |
suggest, where little conceptual packages, hermetically sealed, are passed from one side of the wall to the
other, and where, at the receiving end, the grammar stamps them with an identifying mark, assigning to
them a unique phonological index. Those packages, properly marked, are now embedded within
structures, but as such, they may not affect those structures, nor can the structures affect them directly.”
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architecture, which is often phonologically covert, they seek to explain the syntactic and
compositional-semantic properties of the sentence.

The crucial difference just exposed is directly related to a difference in how each type of
theory conceives of the minimal units the syntax plays with. As exemplified above,
endo-skeletal theories typically work with units which, besides incorporating the
Saussurean relationship between the phonological information and the conceptual
information, also make explicit the semantic components (theta-roles, event structure,
aspectual features, etc.) which are taken to be relevant for the construction of the
syntactic environment in which the lexical item appears. These theories must also count
with some formal code determining the syntactic behaviour of the lexical item, which is
either predictable from the grammatically relevant aspects of meaning or not. In the
frame of the Standard Theory (Chomsky 1965f.), there was no such predictability, and
the formal code consisted in a category label and a list of contextual features, included
in the list of lexical features of lexical entries: it was believed at that time that the
syntactic properties should be listed independently of or alongside the selectional (that
is, purely semantic) ones. From the eighties onward subcategorisation frames have been
abandoned and general principles have been proposed to map semantic to syntactic
properties (Grimshaw 1981, Pesetsky 1982, Chomsky 1986). By contrast, although
there might be differences among various models, in exo-skeletal theories lexical items
are typically units endowed exclusively with encyclopaedic content, given that
grammatically relevant aspects of meaning are claimed to emerge from structural
properties of the sentence."

1.2 A fuzzy frontier: Hale and Keyser, Levin and Rappaport Hovav

Some of the theories of the lexicon-syntax interface defy the above classification, as I
try to illustrate now through focusing on two of the most important ones: Hale &
Keyser’s (1992f.) theory of lexical syntax and Levin and Rappaport Hovav’s theory of
Event Structure Templates (in Levin & Rappaport Hovav 1995 and Rappaport Hovav &
Levin 1998).

In recognising the distinction between grammatically relevant and grammatically
irrelevant components of meaning, all theories of the lexicon-syntax interface assume
that the projection of structure and the realisation of arguments cannot be carried out
blindly from an atomic unanalysable semantic unit; rather, it is to be derived from an
articulate structure which expresses that part of verbal meaning which is not
idiosyncratic. Both Hale and Keyser’s theory and Levin and Rappaport Hovav’s theory
acknowledge that important difference, providing different ways of representing the
syntactically relevant part of verbal meaning. However, much as its role is
acknowledged, structure is not separated from lexical entries (and see particularly the

" In this vein, Goldberg (1995:29) remarks the need “[...] to distinguish the semantics of argument
structure constructions from the verbs which instantiate them, and to allow the verbs to be associated with
rich frame-semantic meanings.”. In Goldberg’s (1995) framework, in fact, the semantics of verbs are
reduced to Frame Semantics (Fillmore 1977, 1982). Syntactically relevant aspects of meaning are said to
emerge from specific constructions. The meaning of a construction, however, is in some sense not
predictable from that of the sum of its parts —see Section 1.3 for further comments on Construction
Grammar. On the other hand, I want to emphasise that by drawing a contrast between encyclopaedic
content and structural and grammatically relevant aspects of meaning I do not mean that encyclopaedic
content is not structured, concurring with Borer (2005a:12): “[...] concepts are not simpletons but bundles
of features, plausibly hierarchically arranged [...]”).
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discussion about the 1-/s-syntax difference in Section 1.2.1). In this way, both theories
can be said to be endo- rather than exo-skeletal. Nonetheless, it is only fair to point out
that there is a non-trivial difference between both theories. Thus, Hale and Keyser
provide a model where the number and shape of configurations is restricted by well-
established syntactic principles (as based on X’ theory). This is not the case in Levin
and Rappaport Hovav’s theory.

1.2.1 Hale & Keyser’s theory of lexical syntax

Hale and Keyser’s theory has undergone different phases during which it has fluctuated
between two theoretical poles, one more semantic and the other one more syntactic. The
syntactic stance has always been the foregrounded one, as the following quotes show: *

(7) Hale & Keyser 1993:53
“[TThe proper representation of predicate argument structure is itself a syntax.
That is to say, as a matter of strictly lexical representation, each lexical head
projects its category to a phrasal level and determines within that projection an
unambiguous system of structural relations holding between the head, its
categorial projections, and its arguments (specifier, if present, and complements).”

(8) Hale & Keyser 1998:73
“The term “argument structure” is used here to refer to the syntactic configuration
projected by a lexical item. It is the system of structural relations holding between
heads (nuclei) and arguments linked to them in the roster of syntactic properties
listed for individual items in the lexicon. While a lexical entry is much more than
this, of course, argument structure in the sense intended here is precisely this and
nothing more.”

(9) Hale & Keyser 1999a:50
“By the term “argument structure,” we mean the syntactic configuration projected
by a lexical item. Argument structure is the system of structural relations holding
between heads (nuclei) and the arguments linked to them, as part of their entries
in the lexicon. While a lexical entry is clearly more than this, argument structure
in the sense intended here is just this.”

(10) Hale & Keyser 2002:1
“We use the term argument structure to refer to the syntactic configuration
projected by a lexical item. It is the system of structural relations holding between
heads (nuclei) and their arguments within the syntactic structures projected by
nuclear items. While a lexical entry is more than this, of course, argument
structure in the sense intended here is nothing more than this.”

The syntactic character of their theory, as gathered from the above quotes, is based on
the idea that the same principles that operate in syntax, accounting for both grammatical
and ungrammatical syntactic patterns, can also explain patterns in the lexicon, such as
lexical gaps, argument structure alternations or the syntactic behaviour of verbal classes.
In particular, Hale & Keyser (1998) propose that argument structure types reduce to
four basic syntactic configurations defined by the projecting properties of their lexical
heads:

' Consider the following excerpt as a particularly semantic remark on argument structure: “A mature
theory of LRS <Lexical Relational Structures: VAM> would involve a universal theory of the categories
and, in all likelihood, these would not be the traditional parts of speech but, rather, semantic constructs
<my italics: VAM> such as activity, event, entity, state, spatio-temporal coincidence [...] which are
“canonically realized” [...] in d-structures as V, N, A, P.” (Hale & Keyser 1992:119).
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(11) Hale & Keyser 1998:82

a. [nh cmp] (V)
b. [nspc [n h cmp]] (P)
C. [n+spc [n+ h* h]] (A)
d h N)

The configuration in (11)a is headed by a category, h, which only takes complements. In
(11)b the heading category takes both a specifier and a complement. In (11)c, h takes
only a specifier and must thus combine with an ancillary category (h*) of the type of
(1T)a to project it. Finally, the configuration of (11)d corresponds to a category with
zero valency, not taking any arguments. In the unmarked case, the configurations in (11)
are realised, respectively, as V(erb), P (adposition), A(djective) and N(oun), in English.
In (12) there is an example of an argument structure configuration, namely, that
corresponding to the predicate clear the screen, headed by the deadjectival verb clear:

(12) Hale & Keyser 1993:63
[v* V [ve [ne [n screen]] [v: V [ap [a clear]]]]]

The A lexical head clear projects a specifier (screen) thanks to the fact that it is taken as
complement by a V head, characterised by the selection of a complement (see (11)a and
(11)c). In turn, the whole VP is taken as complement by another higher V which
transitivises the predicate. In order to account for the fact that the verb clear is
pronounced as such, Hale & Keyser propose that this verb is formed by an instance of
head movement which they call conflation which takes clear up into the intermediate V
and finally into the highest V:"

(13) [v clear; [ve [np [N screen]] [v: ti [ap [a ti]]] (cf. To clear the screen)

In this theory thematic roles are not primitive, but interpretations of the positions
occupied by arguments in the configurations (and see Hale & Keyser 1993:68f. for
considerations on the semantic interpretation of their argument structure
configurations).

An example of how independently postulated syntactic principles account for patterns
of lexical well-formedness is the following one: while it is possible to derive a predicate
such as clear the screen as depicted in (13), it is impossible to derive such predicates as
*to metal flat, meaning “to flattened (the) metal”, or *to spear straight, meaning “to
straightened (the) spear” (Hale & Keyser 1993:63). This is due to the fact that
conflation would be operating from specifier position:

(14) [v- metal; [ve [np [n ti]] [v: V [ap [a flat]]]]] (cf. *To metal flat)

The derivation in (14) is precluded by a locality condition, the Empty Category
Principle, which states that empty categories must be governed and which was meant to
account for a variety of different syntactic phenomena, such as the that-t effect,
extraction of adjuncts crossing only one bounding node, extraction of subjects and
incorporation. In particular, the ECP would rule (14) out on the grounds that the trace t;

15 . . . .
For a more extended discussion on conflation, see Section 3.3.3.
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is not properly governed, since the VP counts as a barrier for government by metal;
(Hale & Keyser 1992:135).'° The ECP can then explain a lexical fact: the non-existence,
in English, of verbs whose root designates an object submitted to a change of state and
which co-appear with an adjective expressing the resulting state. Crucially, this
explanation depends on the assumption that there is a level of representation of the verb
where its argument structure is syntactically displayed.

The scenario depicted seems to fit the characterisation of an exo-skeletal system, since
argument structure properties and interpretation of arguments hang on syntactic
projections. However, two features of the theory militate against this qualification:

1) the status of the category A
2) the I-syntax/s-syntax difference

As for 1), if one takes a closer look at Hale and Keyser’s proposals, the projecting
categories are precisely those that have neither phonological substance (or, when they
do, this reduces to some derivative affix —as in the case of the suffix -en of deadjectival
verbs; see, for instance, Hale & Keyser 2002:48) nor encyclopaedic content. If this were
the case with the whole set of categories, their theory could be said to be an exo-skeletal
one, as the power to project would be bestowed uniquely onto non-roots, roots being
just embedded in the structure.'” However the category A both projects structure (it takes
a specifier through another category, V) and encodes encyclopaedic content, as shown
in (15), where the root clear, of adjectival category, projects a specifier (the sky):'®

(15) Hale & Keyser 2002:16
[v [pp the sky] [v V [a clear]]]

Regarding 2), already in the definitions in (7) through (10) there are explicit references
to a lexical encoding of syntactic properties, which are isolated in the following
excerpts:

(16) Hale & Keyser 1993:53
“[Als a matter of strictly lexical representation, each lexical head projects its
category to a phrasal level [...].”
(17) Hale & Keyser 1998: 73
a. “[TThe syntactic configuration projected by a lexical item.”
b. “[T]he roster of syntactic properties listed for individual items in the lexicon
[...].”

c. “While a lexical entry is much more than this [...].

2

' But see Section 3.3.3 and, particulary, footnote 83.

'7 See also Hale & Keyser 2002:3, where there is an explicit reference to the projecting properties of roots
(in particular, to the non-projecting properties of nominal roots such as cough in contrast to the projecting
properties of adjectival roots). Besides adjectives, there is a proposal in Hale & Keyser 2002:90 that at
least some instances of category V, like unergative verbs, could project directly while hosting the element
carrying the encyclopaedic content.

'8 1t is true that, as Mateu (p. c.) points out, the claim that A projects a specifier must be relativised, since
it is through its being taken as complement by V that it can project a specifier. However, it is not less true
that V does not project a specifier unless taking A as complement (see (11)a): A (of (11)c) and N (of
(11)d) are not the same category. See Section 2.1.3, for an exposition of how Mateu (2002) collapses the
difference between the configurations of (11)b and (11)c, eliminating the problem pointed out here.
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(18) Hale & Keyser 1999a:50
a. “[...] the syntactic configuration projected by a lexical item.’
b. “[...] as part of their entries in the lexicon.”
c. “While a lexical entry is clearly more than this [...].”

(19) Hale & Keyser 2002:1
a. “[...] the syntactic configuration projected by a lexical item.’
b. “[...] the syntactic structures projected by nuclear items.”
c. “While a lexical entry is more than this [...].”

2

b

According to the above quotes, Hale and Keyser’s argument structure configurations,
much as being syntactic in a crucial sense, as [ have argued before, are also part of a
lexical item. Thus, Hale and Keyser’s position with respect to the lexicon and its
relation to syntax can be considered innovative in that they seek to constrain the
possible range of argument structures available (and the number of theta-roles, verb
meanings and lexical categories, for that matter) through independently established
principles of the syntax, but still heir to a classical conception of what a lexical item is
in some respects: a projecting element."

The co-existence of these two sides, the lexical and the syntactic sides, is explained
once one assumes the concept of /(exical)-syntax, that is, the syntax applying at the
lexical level, as opposed to s(yntactic)-syntax, that applying to phrases. My purpose
now is to show that l-syntax is a truly independent syntactic cycle. If this is true, to the
extent that lexicon-syntax interface phenomena are explained through an appeal to I-
syntax, Hale and Keyser’s theory would depart from a strict exo-skeletalism, where
argument structure phenomena receive a plain syntactic account.

Hale and Keyser haven’t commented much on the difference between 1- and s-syntax,
much as the coexistence of these two seemingly independent syntaxes have been
considered as constituting a weak point of their theory, according to some syntacticians,
as Hale and Keyser themselves point out in Hale & Keyser 1993:94.*° Besides some few
references elsewhere (Hale & Keyser 1993:94, 105, note 8; Hale & Keyser 1998:75,
note 2), the paper where the difference between 1- and s-syntax is most extensively
discussed on is Hale & Keyser 1992, where a contrast is made between l-syntactic
representations and d-structures (which are of course s-syntactic representations) and
some operations are proposed to derive the latter from the former. L-syntactic
representations as the one represented in (15), repeated as (20) below, are configurations
containing different elements:

(20) Hale & Keyser 2002:16
[v [pp the sky] [v V [a clear]]]

1 See also Hale & Keyser 1993:64, where their research project is defined as stemming “from a general
program of study implied by the Projection Principle (Chomsky 1981) and the notion that syntax is
projected from the lexicon <my italics: VAM>." See also Hale & Keyser 1999b: footnote 1 where they
state that verbs must be listed in the lexicon, much as their formation is syntactic. This is how they
explain why not all imaginable unergative birthing verbs are possible: The mare foaled, The shad roed,
"The kangaroo joeyed, *The cat kittened, *The sow pigleted.

20 Cf., for instance, Uriagereka 1998. See also section 4.1 of Hale & Keyser 1993, where they comment
on the possible contradiction that is probably involved in claiming that argument structure configurations
are lexical and also syntactic.
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We can distinguish among 1) roots, as clear, endowed with encyclopaedic and non-
defective phonological content; 2) lexical heads, as V; 3) variable positions, as the
specifier position DP; and 4) the different levels of projection of the lexical head (here
also marked as V). The root elements provide phonological content to the lexical heads
by virtue of conflation. The most intuitive way of describing conflation is in terms of
movement, and in fact that is what Hale & Keyser have done most times: in the case of
(20), the root clear rises up to the empty V head.”’ This movement, envisioned as an
instance of head movement, crucially conforms to the Head Movement Constraint
(HMC), proposed by Travis (1984):

(21) Travis 1984:131
An X” may only move into the Y° which properly governs it.

This is the fate of roots; what about the rest of the components of the argument structure
configuration? Hale & Keyser (1992) propose that the argument nodes, as the one
marked with DP in (20), are variables where full-fledged phrases are inserted at d-
structure. The rest of the nodes are eliminated by some node-pruning operation. Both
the node-pruning mechanism and the fact that argumental positions are refilled with
DPs at d-structure clearly argue for the existence of some break between 1- and s-syntax.
If, in addition to this, we take into account the fact, observed by Hale & Keyser
(1992:123), that there is no evidence that conflating elements leave traces, in the s-
syntactic sense of the term, we get a quite separate cycle of syntactic computation.”

Besides the fact that 1-syntax and s-syntax are different because they constitute different
cycles and I-syntax includes at least one operation —conflation— which is not attested
in s-syntax, Hale and Keyser resort to an ontological difference between both in which,
in my view, a fallacy lurks that plagues some other works on syntax and the lexicon.
Some of their statements could be taken as equating the operations of s-syntax with
processing, and those of 1-syntax with static (sic) linguistic knowledge.** Let me support
my claim through a close look at one excerpt from Hale & Keyser 1992:

(22) Hale & Keyser 1992:139
“The idea that the grammatical properties of a lexical item are syntactic in
character, and that they include dependencies of the type represented by the trace-
antecedent relation, should not be taken to imply that the use of a lexical item
entails the actual application of movement rules in processing or producing <my
italics: VAM> the sentence. Thus, the use of the verb saddle does not involve
performing a derivation <my italics: VAM>, relating (36) and (35) <two

21 And further up into another empty V head in the case of the causative counterpart of the verb clear, as
in The wind clears the sky.

21n turn, the HMC could be explained in terms of the ECP, which was mentioned above.

2 And observe that, before their revision of their concept of conflation in the third chapter of Hale &
Keyser 2002, the original sites of conflating elements could be occupied by overt material in s-syntax, as
in the account of cognate objects (like dance in She danced a silly dance). This insertion would add to the
counter-cyclicity of I-syntax with respect to s-syntax.

* Travis (2000:170), for instance, after accepting the halekeyserian computational analysis of denominal
verbs like shelve (see Section 2.1.3) states the following: “My conclusion will be that there is a principled
distinction which is not surprising —one <an /-syntactic process: VAM> appears to happen in the lexicon
<my italics: VAM> and is therefore idiosyncratic, while the other <an s-syntactic process: VAM>
arguably happens in the computational system <my italicssVAM> (i.e. syntax) and is therefore
productive.” The relevant point here is the opposition of “lexicon” vs. “computational system”.
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representations of the verb saddle: VAM>. Rather, the representation embodied in
(36) and (35) is a static <my italics: VAM> lexical representation of the relevant
grammatical properties of the verb saddle. It is, by hypothesis, present in the
linguistic knowledge of speakers of English who happen to know the verb. But it
is not “accessed” at s-syntax. It is not visible there.”

The first sentence in (22), for instance, implies the presupposition that trace-antecedent
relations in s-syntax “entails the actual application of movement rules in processing or
producing the sentence”. While I agree that movement is involved in trace-antecedent
relations, I do not think that it is true, if we assume Chomsky’s (1965:4f.) distinction
between competence and performance, that (s-)syntax is processing or production.
Notwithstanding the way in  which psycholinguists decide to treat
production/processing, the fact is that generative syntacticians have proposed movement
as a theoretical tool to explain facts which belong to the realm of competence, and not
of performance. The dynamic sense of movement and of derivations in general has to be
understood in an abstract sense, not implying processes occurring in real time. This
having been said, I cannot think that Hale and Keyser commit the mistake of referring
to performance when they use the expression “processing or producing”: they surely
escape my critique the way I have worded it; but still, what are they referring to when
establishing the distinction between something static (lexical) and something dynamic
(syntactic)? If everything they are concerned with in their works belongs to competence,
s-syntactic knowledge would be as “static” as they claim l-syntactic knowledge to be,
and l-syntax would be as dynamic as s-syntax, involving the occurrence of
“derivations”.

Similar remarks could be made of the following, later excerpt:

(23) Hale & Keyser 1998:92
“We will continue to use these diagrams <their usual arboreal representations of
argument structure configurations: VAM>, where convenient, with the
understanding that they are abstract <my italics: VAM> informal representations
of argument structure properties and not the representation of any actual point,
initial, medial, or final, in the derivation of a verbal projection <my italics:
VAM>— they could not be that, under the assumptions of a ‘“bare phrase
structure” theory of lexical and syntactic projection (Chomsky 1995) or under the

99 9

assumption of “late insertion”.

Here they point out the assumptions of Bare Phrase Structure (Chomsky 1993) and Late
Insertion (Halle & Marantz 1993), as these refer typically to properties of s-syntactic
derivations (to be precise, Late Insertion refers to derivations in the phonological branch
of the derivation), and argument structure configurations do not comply with them.
They still oppose “abstract” to “actual”, and the same fallacy obtains.”

%5 Erteschik-Shir and Rapoport (2004) develop a theory of argument structure which draws heavily on the
one we have just focused on. Despite their contention that “[w]hereas our structures are freely derived by
component projection, H&K’s structures are associated with a verb in its lexical representation.”
(Erteschik-Shir & Rapoport 2004:220), in their theory verbs are decomposed in different meaning
components (M(anner/means/instrument), S(tate), L(ocation), P(ath)) which are responsible of projecting
structure. In that way, the construction of structure depends on lexical elements, not functional elements.
Cf., in this sense, the next quote, where the fact that these components are part of the lexical entry is made
clear: “We propose a minimal lexical entry for the meaning of verbs, consisting solely of their meaning
components [...]” (Erteschik-Shir & Rapoport 2004:217).
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1.2.2 Levin and Rappaport Hovav’s Event Structure Templates

Levin & Rappaport Hovav’s (1995) and Rappaport Hovav & Levin’s (1998) theories
are, unlike Hale and Keyser’s, basically concerned with the nature of lexical semantic
representations, although they incorporate general mapping mechanisms —their linking
rules (Levin & Rappaport Hovav 1995)— to project syntax from the representations
they propose. Levin & Rappaport Hovav (1995:20f.) assume the existence of two
lexical representations: a lexical conceptual structure called lexical semantic template or
E(vent) S(tructure) T(emplate) (in Rappaport Hovav & Levin 1998:197), which encodes
the syntactically relevant aspects of meaning of lexical items, and a lexical syntactic
representation, or argument structure, which contains the syntactically relevant
argument-taking properties of a verb. As said above, they also develop a set of linking
rules mapping the former onto the latter, provided that there exists a non-trivial or non-
isomorphic relationship between both. The relationship between the lexical syntactic
representation and the properly syntactic representation (the D-structure of Government
and Binding theory) is said to be trivial or isomorphic, however, and is mediated via the
Projection Principle and the Theta-criterion (Levin & Rappaport Hovav 1995:21-22).

ESTs, in representing the syntactically relevant part of a verb’s meaning, determine its
syntactic behaviour.”® ESTs are made up of primitive predicates like CAUSE or
BECOME, taken from a universal set and laid out following specific configurational
rules —which are, however, not made explicit. The ESTs feature, as well, those
elements which encode the encyclopaedic, syntactically irrelevant aspects of meaning,
which merely distinguish one verb from another of the same class; these units are what
Rappaport Hovav & Levin (1998:107) call the constants. In the nexts ESTs the
primitive predicates are set in capitals and the constants are set between angular
brackets in italic capitals; x and y are variables ranging over arguments:

(24) Rappaport Hovav & Levin 1998:108
a. [x ACT<punner-] as in Sue jogged during the morning
b. [x <STATE>] as in The tree blossomed
c. [BECOME [x <STATE>]] as in The train arrived
d. [x CAUSE [BECOME [y <STATE>]]] as in Sue broke the dishes

That syntax is determined from the configurational properties of the EST and the nature
of the primitive predicates and not from the properties of the constant could be taken as
an exo-skeletal trait of the theory, as, again, syntactic properties and grammatically-
relevant meaning are provided by a certain configuration which is, to some extent,
independent of a stored unit. However, Levin and Rappaport Hovav place these
templates in the lexicon, and not in the syntax, and the constants have “an ontological
categorization (Jackendoff 1990, Pinker 1989), drawn from a fixed set of types (e.g.,
state, thing, place, manner, etc.)” (Rappaport Hovav & Levin 1998:108), which
determines its basic association with a particular template. Again, we are presented with
lexical items, understood as sound-meaning pairs, endowed with some label, drawn
from a fixed set, which determines the kind of template slot in which the constant is
insertable. Constants contain other information which can be syntactically relevant: the
information about the so-called constant participants (see also Goldberg 1995), that is,
the participants of the event involved in the (encyclopaedic) content of the constant.
Constant participants may optionally not be projected syntactically, although they must

%% They also correspond to the aspectual classes of events identified by Vendler (1967).

31



be recoverable, that is, they must be able to be projected or pragmatically recovered
(Rappaport Hovav & Levin 1998:113). In principle, these participants must match up
with variables in the EST (Rappaport Hovav & Levin 1998:110). However, as Marantz
(2003) points out, in the ESTs of (24) there is no structural place for the constant
participants of activities, like the floor in Phil swept the floor. Rappaport Hovav &
Levin 1998:119 and Levin 1999 simply represent these participants as underlined
variables right after the ACT predicate in the EST:

(25) Levin 1999, apud Marantz 2003:1
Leslie swept the floor.
[X ACT<SWEEP> X]

Marantz (2003:1) remarks that “this is a bit vague about the semantics of event-internal
arguments that are not themes”. More importantly maybe, as pointed out by Marantz
(2003:2), in the representation of (25) it is not clear that the object is treated as event-
internal. Rather, it seems to be external to the event, much as the x variable.

1.3 Constructionism and neo-constructionism

As pointed out in Section 1.1, there is a difference, within the exo-skeletal model,
between constructionist and neo-constructionist theories. In spite of what their somehow
misleading names might suggest, constructionist theories and neo-constructionist
theories should not, in my opinion, be placed at the same level, as Rappaport Hovav &
Levin (1998:127f.) suggest. Thus, the main thesis here is that constructionism is closer
to a theory such as Rappaport Hovav & Levin’s (1998) than to a neo-constructionist
theory such as Borer’s (2003, 2005b).”

Constructionist theories, such as Goldberg 1995, 2006 or Croft 2001, are built around
the concept of constructions, that is, chunks of syntactic structure which constitute
sound-meaning pairs, in the Saussurean sense of the term.*® Constructions are, thus,
units listed in the lexicon and, although they can be distributed in families or groups
according to a central sense (Goldberg 1995:34), they bear each an idiosyncratic
meaning. As far as the formal properties and interpretation of linguistic expressions are
seen as derived from the construction, rather than from particular lexical entries which
are embedded within, constructionist theories share the basic tenet of exo-skeletal
models. Also, similar phenomena are paid attention to when developing both
constructionist and neo-constructionist theories. Thus, for instance, as pointed out in
Rappaport Hovav & Levin 1998 and Levin & Rappaport Hovav 2005, the realisation
that syntactic polysemy in verbs is much more widespread than commonly thought has
boosted the birth of approaches which avoid postulating a multiplicity of lexical entries
(albeit with the same phonological and encyclopaedic properties) in favour of the
existence of different configurations where the same lexical entry is freely inserted.

27 And see Goldberg 2006, where Levin and Rappaport Hovav’s model is explicitly considered
constructionist. See Mateu 2001a:1-5 for a discussion on the primitive/non-primitive status of
constructions.

2 Goldberg 1995:4 provides the following technical definition: “According to Construction Grammar, a
distinct construction is defined to exist if one or more of its properties are not strictly predictable from
knowledge of other constructions existing in the grammar: [...] C is a construction iffgs C is a form-
meaning pair <F;, S>> such that some aspect of F; or some aspect of S; is not strictly predictable from C’s
component parts or from other previously established constructions.”
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Despite these similarities, there are several factors which make contructionism and neo-
constructionism remarkably different. The central one is the ontological status bestowed
upon constructions by each one of these theories: while in constructionism, as said,
constructions are primitive, underived blocks with an idiosyncratic meaning, in neo-
constructionism they are just structures formed from the syntactic combination of
functional categories, and their meaning is compositionally computed from both those
categories and the structure they create.”” As a result, constructions are language-
specific in constructionism and epiphenomena in neo-constructionism, since they are
taken to be made up of more basic building blocks (the functional elements, provided by
Universal Grammar).” I will illustrate this difference through the analysis of the Double
Object Construction (DOC) in a constructionist and a neo-constructionist account. I will
refer, specifically, to Goldberg’s (1995:141f.) and Marantz’s (2003, 2005) account,
respectively.

Goldberg (1995:141f.) approaches DOCs by stipulating a construction which describes
their syntactic and semantic behaviour and by giving arguments supporting the syntactic
and semantic uniqueness of the construction, which is the rationale for the mentioned
stipulation. The Ditransitive Construction, as Goldberg calls it, has the following shape:

(26) Goldberg 1995:142

Sem CAUSE-RECEIVE = < agt rec pat>
| R | |
R: instance, PRED < >
means |
V y J V
Syn A% SUBJ OBJ OB,

This is the abstract representation of the Ditransitive Construction. Constructions are
fused with verbs whose semantics are compatible with those of the construction. The
verb then is substituted for the slot labelled PRED in (26). Consider the representation
of the DOC use of kick, as in Joe kicked Bill the ball:

(27) Goldberg 1995:54

Sem CAUSE-RECEIVE  <agt rec pat>
| R | |

R: means KICK <kicker kicked>
i’ i’ y i’

Syn \Y SUBJ OBJ OBJ,

¥ Cf. Goldberg 1995:13: “[...] a construction is only posited in the grammar if and only if something
about its form, meaning, or use is not strictly predictable from other aspects of the grammar, including
previously established constructions”.

%% Goldberg 2006:205f., in a review of what she calls Syntactic Argument Structure accounts, forgets to
point out this main difference between constructionism and neo-constructionism.
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The tier called Sem represents the semantics of the construction, which consists of a
predicative piece, in this case CAUSE-RECEIVE, and a list of so called argument roles
(Goldberg 1995:43), that is, arguments of the construction, which can be equated with
traditional theta-roles, in this case an Agent, a Recipient and a Patient. The middle tier
specifies at its left extreme the type of relation (R) which the semantics of the verb
inserted bears to that of the construction. As kick expresses the means by which Joe
causes Bill to get the ball, means is the chosen R(elation). The rest of this tier is
occupied by the predicate, KICK, and a list of participant roles (Goldberg 1995:43),
that is, roles associated with the encyclopaedic content of the verb in question (in this
case, a kicker and a kicked entity). The argument roles are linked to participant roles
conforming to some principles. Crucially, the construction provides an argument which
does not occur in the “lexical” list of the verb, that is, an argument which cannot be
linked to any participant role: the Recipient. The last tier is the syntactic tier, which
specifies the syntactic form of both the predicate and its arguments.

Regular polysemy in verbs (as that displayed by kick in, for instance, Joe kicked, Joe
kicked the ball and Joe kicked Bill the ball), one of the motivations for this framework,
is accounted for through the possibility of a construction to be associated with different
verbs, provided, as said, that the verb is semantically compatible with the construction.
In the case of the Ditransitive Construction, we find verbs of so different semantics as
the abovementioned kick (a semelfactive, activity verb) and bake (a creation verb): Sally
baked Harry a cake (Goldberg 1995:65). The semantic compatibility constraint is at
work in cases such as “Joe angered Bob the pink slip, meaning “Joe gave Bob a pink
slip, causing Bob to become angry”, presumably because the encyclopaedic features of
anger cannot match with the semantics of the construction (someone’s intentional and
successful transfer of something onto someone).

Goldberg (1995) justifies the existence of the Ditransitive Construction on the grounds
of its alleged syntactic and semantic uniqueness. As for the syntax, she notes that it is
the only construction in English which allows two non-predicative noun phrases to
occur after the verb. As for the semantics, she remarks that the DOC is “[...] a highly
specific semantic structure, that of successful transfer between a volitional agent and a
willing recipient” (Goldberg 1995:151). The fact is that she focuses exclusively on the
semantic constraints on the construction, particularly on the volitionality of the agent
and the willingness of the recipient. Cases which seem not to meet those constraints,
and which thus escape from a central semse, are explained away via a battery of
metaphors which map the central sense onto figurative senses.

The model shows some endo-skeletal features, as constitute, for instance, the
abovementioned participant roles (also important in Rappaport Hovav and Levin’s
theory, as pointed out in Section 1.2.2). These roles are traits of the lexical verb and, in
order to be fused (i.e., roughly, identified) with argumental roles, they must be
semantically compatible with them, which is regulated through the Semantic Coherence
Principle (Goldberg 1995:50). This principle, allegedly a principle of grammar, governs
elements which are conceptual, namely participant roles. In this sense the conceptual,
encyclopaedic content of the verb grammatically determines the felicity of the verb-
construction matching, thus departing from exo-skeletal desiderata.’!

3! To be fair, it must be pointed out that Goldberg’s framework, and cognitive linguistics in general, is
well known to deny a difference between grammar and the conceptual realm of cognition (consider, for
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Another remarkable fact about Goldberg’s (1995) approach is that there is to be found
no reference to the syntactic properties of the construction, except for the fact, already
noted, that it happens to be the only construction which licenses two argumental NPs.
This is the most salient difference from the analysis in Marantz 2003, 2005. Marantz
does not propose any special primitive construction, but presents the DOC as the
following syntactic structure, with elements to be found in other constructions:

(28) Marantz 2005:3
[voicer DP [Voice [vp [v V \/HAND] [appip [Dp John] [Appl [pp an apple]]]]]]

The v head is the head introducing an event, typically found in, at least, eventive VPs.
The (low) applicative head, Appl, is a functional head with possessive semantics, in that
it relates a possessor (John) to a possession (an apple). This head is found cross-
linguistically in so-called low applicative constructions, that is constructions indicating
transfer of possession, and other constructions with the same syntactic properties.”
Importantly, the lexical verb is reduced to a category-less root in this framework
(VHAND), which appears as an adjunct to the eventive v head (see Section 3.1.4).
Finally, the external argument is introduced —here and in any structure needing one—
as the specifier of a functional head Voice (Kratzer 1994, 1996).

This structure explains a series of syntactic phenomena involved in DOCs. As noted in
Larson 1988 or Bruening 2001, among others, there appear to be striking asymmetries
between the two objects of a DOC as far as binding and scopal properties are concerned.
For instance, as noted in (29) while the goal object a child may take scope over the
theme, each doll, the reverse scope is impossible:

(29) Bruening 2001:234
I gave a child each doll: a > each, * each > a

The above sentence may only mean that one child ends up getting all dolls, and not
possibly that each doll was given to a different child. This fact suggests, in a
configurational framework, an asymmetry in syntactic position, as expressed in
Marantz’s proposal in (28).%

instance, Frame Semantics in Fillmore 1977, 1982). The observation is justified, then, only within a
comparison of a generative-like approach and a cognitive-like approach, my aim here.

32 See Pylkkinen 2002 for an extensive neo-constructionist discussion on applicative constructions,
including the distinction between low and high applicatives. See also Jeong 2007 for a minimalist
analysis of applicatives.

33 Note, importantly, that this asymmetry does not obtain with the Oblique Dative Construction, ODC
(Larson’s 1988 term):

(i) I gave each doll to a child: a > each, each > a

Here both interpretations are possible. Marantz (2003:8), following Bruening (2001), proposes that this
hints at a structural symmetry between the object and the PP, which form a small clause with the object as
subject and the PP as predicate. However, it is not clear to me in which sense the subject and the predicate
in a small clause are in a symmetrical relation (see Section 3.1.3, where I treat small clauses as an
asymmetric object, namely PlaceP).
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Another crucial syntactic fact is that these asymmetries are also to be found in Locative
Object Constructions (LOCs) that is, the locative-object alternates of the locative
alternation (see also Larson 1990):*

(30) Marantz 2003:9
Spray a floor with every solution: a > every, * every > a

The sentence in (30) can only be read as meaning that all solutions were sprayed onto
the same floor, and never that there was a different floor for each one of them. The
similarities between DOCs and LOCs, as well as a common abstract semantics shared
by both constructions (that of transferal), lead Marantz (2003, 2005) to propose the
same account for both, based on a low applicative head which is non-overt on the case
of DOCs and which corresponds to the preposition with in LOCs.*

On the semantic side, Marantz’s (2003, 2005) analysis involves considering a more
coarse-grained semantics for the DOC than that assumed in Goldberg 1995, since the
structure must accommodate a wider range of constructions (like the LOC). In fact, for
Marantz structural semantics is read off the syntactic representation: homomorphism
between syntax and (structural) semantics is one of the clearest dividing lines between
neo-constructionism and constructionism. Compositional semantics constitutes, in a
framework like that of Marantz’s, a purely interpretive module, reading the syntactic
structure in a systematically compositional way. Thus, the compositional meaning of a
DOC is also dictated by its syntax.*®

I conclude with a note on methodological differences which go hand in hand with the
main distinction drawn around the ontological status of constructions. Constructionism
pays special attention to semantic subtleties, and considers those subtleties to be part, in
some way, of linguistic knowledge/use.”” The importance of those subtle semantic
nuances and their status as linguistic features triggers the postulation of many different
constructions, each endowed with an idiosyncratic meaning and syntax. Neo-
constructionism, on the other hand, advocates a more coarse-grained semantics, able to
match the syntactic structures in a homomorphic way. Subtleties are taken to emerge
from grammar-encyclopaedia or grammar-pragmatics interactions, and special attention

3 In Chapter 3, Section 3.4.1 I will call these constructions change-of-state (COS) variants of the
Locative Alternation.

3 Interestingly, as noted by Larson (1990:605), this preposition appears in DOCs headed by giving verbs
like award, provide, present or supply:

(i) Sally provided/presented/supplied her sister *(with) a cake.

(ii) Sally awarded her sister (with) a cake.

As expected, an asymmetry in scope is also to be found between the object and the with-PP in these
structures:

(iii))  Sally provided/presented a child with each doll: a > each, * each > a

3% Goldberg (2006:211) remarks that “[...] meaning cannot simply be read off syntactic trees [...].”. This
is, in my opinion, an impeccable assertion, once one understands meaning as the conjunction of two
factors: structural meaning (which is read off syntactic trees) and encyclopaedic meaning (encoded in
roots) (see Section 3.2.1). It is appropriate to remark here that the distinction is very neatly traced and
accounted for in Marantz 1995, where the proposal is made that LF (a synfactic representation encoding
compositional meaning) plus the roots freely inserted therein (non-compositional meaning) furnish the
meaning (comprehensively understood) of linguistic expressions.

37 There is no dividing line between these two concepts, both in constructionism and in related
frameworks (Cf. Noonan 1999:23).
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is paid to syntactic phenomena which may group together apparently different
constructions, hence undermining their alleged primitive status.*®

1.4 Summary

In this section I have introduced the two main available models of the lexicon-syntax
interface: the endo-skeletal model, in which syntactic and semantic properties of
linguistic expressions emerge, as projections, from lexical items, and the exo-skeletal
model, where lexical items contribute only grammatically opaque encyclopaedic
meaning, and the structure determines the syntactic properties and all other aspects of
meaning. I have shown, through a description of Hale & Keyser’s (1992f.) and Levin &
Rappaport Hovav’s (1995) and Rappaport Hovav & Levin’s (1998) theories that the
division between the endo- and exo-skeletal models is not neat. Thus, in Hale and
Keyser’s theory the syntactic properties of verbs are determined by a configuration
which is itself syntactic, and that makes their model considerably more explanatory than
that of Levin and Rappaport Hovav’s. However, although argument structure
configurations are syntactic in nature, they involve an arguably different cycle of
syntactic computation (l-syntax). Moreover, the adjectival category has been shown to
violate the desired distinction between relational elements and elements conveying
encyclopaedic content. On the other hand, Levin and Rappaport Hovav’s model
separates the grammatically relevant and irrelevant components of meaning in their
representations and encodes the former in lexical representations. But the constants
encapsulating the grammatically irrelevant aspects of meaning are still deterministically
linked to particular lexical representations and can “project” constant participants even
if these do not match with any variable position in the lexical representation. Finally, I
have shown the distinction, within the exo-skeletal model, between so-called
constructionist and neo-constructionist models, focusing, respectively for each model,
on Goldberg’s (1995, 2006) and Marantz’s (2003, 2005) approach to the Double Object
Construction.

2 Three neo-constructionist frameworks

In this section I describe the three neo-constructionist frameworks which I will draw on
most heavily: the one put forth by Mateu (2002) —in turn inspired in Hale & Keyser’s
(1993f.)—, Borer’s (2003, 2005b) exo-skeletal model of event structure and the
implementation of the Minimalist program represented by Distributed Morphology
(Halle & Marantz 1993f., Marantz 1995f., etc.). While the former two provide in-depth
explorations of the nature of argument structure and event structure, Distributed
Morphology is a non-lexicalist model integrating discussions on argument and event
structure within the more general domain of the architecture of grammar, with particular
concern for the syntax-morphology interface. I will also point out some possible
weaknesses of the three theories.

3 See also Harley & Noyer 1998, 2000.

39 Other frameworks which could be considered neo-construccionist to different degrees and which I shall
not consider here are Ghomeshi & Massam 1994, Arad 1996, 1998, 2003, Kratzer 1996, van Hout 1996,
2000, Ritter & Rosen 1998, Ramchand 1997, 1998, 2008, Travis 2000, Mclntyre 2004, Afarli 2007 and
Starke 2009, among others.
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2.1 Mateu 2002

2.1.1 Semantic construal and conceptual content

Mateu (2002) adopts Hale & Keyser’s configurational theory of argument structure (see
Section 1.2.1), and endeavours to provide a semantic interpretation thereof through his
theory of relational semantics. In particular, Mateu’s guiding principle in structuring his
theory, and one that makes him deviate from Hale & Keyser’s view in some nontrivial
points, is the following one:

(31) Mateu & Amadas 2001:1
Meaning is a function of both (non-syntactically transparent) conceptual content
and (syntactically transparent) semantic construal.

The statement in (31) is the natural effect of the conceptual necessity that those aspects
of meaning which are compositional must be so in syntactic terms, while those aspects
of meaning which are not compositional cannot be stated in syntactic terms. That is,
semantic construal cannot be at the same time syntactically non-transparent, and
conceptual content cannot be at the same time syntactically transparent. In this way,
there is a strong (and natural) correlation between computation (syntax) and
compositional meaning, on the one hand, and the non-computational bits of linguistic
expressions and non-compositional meaning, on the other. To put it in Marantz’s
(1995:4) words, “the syntax (and thus LF) provides the only way the mind has to
represent compositional meanings”.

In full conformity with (31), Mateu makes a crucial distinction between relational and
non-relational elements. Relational elements form a closed set, and constitute the
articulators of argument structure configurations, in that, besides being endowed with
certain highly abstract semantic content, they interrelate the building blocks of the
structure. Non-relational elements crucially do not have any syntactic properties (not
even syntactic category), only conceptual ones: they cannot project a specifier or a
complement.

2.1.2  Argument structure configurations

The relational heads proposed in Mateu 2002 are basically two, although the second one
comes in two varieties: one head, [r], is semantically interpreted as a non-eventive
relation, and projects both a complement and a specifier; the second one is an eventive
head projecting a complement but only optionally projecting an external argument (EA)
as the specifier of some higher functional head (F). The EA-projecting eventive head is
[R], the source relation, while the one which does not project it is [T], the transitional
relation. These three heads are specified for a + value. Notwithstanding this non-
configurational property, the interpretation of [R], [T] and [r] can be said to emerge
purely from configuration. In particular, these heads are to be found in the following
configurations (F = functional head introducing the EA; X = a non-relational element):

(32) Argument structure configurations in Mateu 2002
[r EA ... F ... [+R X]]: unergative structure
[rEA ... F ... [£R [X [£r X]]]]: transitive structure
[£T [X [£r X]]]: unaccusative structure
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Provided that each relational head is endowed with a non-configurational + value, the
combinations in (33) to (35) obtain:

(33) Unergative predicates, based on Mateu 2002:36
a. John rolls (deliberately): [rJohn ... F ... [+R ROLL]]
b. John stank: [gJohn ... F ... [-R STINK]]
(34) Transitive predicates; based on Mateu 2002:36
a. John killed the horse: [gJohn ... F ... [+R [horse [+r KILL]]]]
b. John pushed the horse: [rJohn ... F ... [+R [horse [-r PUSH]]]]
c. John loved the horse: [fJohn ... F ... [-R [horse [-r LOVE]]]]
(35) Unaccusative predicates, based on Mateu 2002:37
a. John died: [+T [John [+r DIE]]]
b. The ball rolled: [+T [ball [-r ROLL]]]
c. John lived: [-T [John [-r LIVE]]]

As can be gathered from (33) to (35), the + value for [R] is associated to agentivity
(e.g., in John rolled deliberately vs. John stank), the + value for [T] is associated to
dynamicity (e.g., in The ball rolled vs. John lived), and the + value for [r] is related to
change and telicity (e.g., in John killed the horse or John died vs. John pushed the horse
or The ball rolled).

The combinations of (33) to (35) are not all the logical ones given the number of
relational heads and the number of values: as observed by Real Puigdollers (2006:18)
there are two surprisingly similar gaps in the paradigm of transitives and in the
paradigm of unaccusatives:

(36) *[rX...F ... [-R [X [*+r X]]]
(37) *[-T [X [+r X]]]

In semantic terms, a transitive non-agentive telic event (see (36)) and an unaccusative
stative telic event (see (37)) do not seem to be possible. If we take into account the fact
that T and R are eventive as opposed to r, which is non-eventive, we can collapse (36)
and (37) as the unavailability of the combination of a negatively valued eventive head
with a positively valued non-eventive head. As long as there is nothing in Mateu’s
system that prevents those combinations to be formed, the question emerges why they
are not licit. In Section 3.2.2 I show that a radically configurational theory which does
away with values for functional heads naturally derives the facts in (36) and (37).

2.1.3 Adjectives as non-basic categories

One of the most salient advances of Mateu’s (2002) theory with respect to Hale &
Keyser’s (1993f.) is the reduction of the number of basic argument structure
configurations (see (38)) based on the non-basic nature of the adjectival head (h in

(38)c):

(38) Hale & Keyser 1998:82

. [nh cmp] [realised as V in English]

b. [nspc [n h cmp]] [realised as P in English]

. [n* spc [n+ h* h]] [realised as A in English; h* is an ancillary category —V
in deadjectival verbs— allowing h to project a specifier]

d. h [realised as N in English]

o

o
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Mateu (2002:11f.) puts into question Hale & Keyser’s (1993f.) distinction between so-
called locatum and location verbs like saddle and shelve, respectively, and deadjectival
verbs like clear. First he demonstrates the spurious character of the locatum/location
divide. Hale & Keyser (1998, 1999) argue that these verbs differ in the nature of the
abstract preposition they incorporate: locatum verbs involve a preposition encoding a
central coincidence relation, while location verbs involve a preposition encoding a
terminal coincidence relation. In a nutshell, whereas locatum saddle may be
paraphrased as “provide X with a saddle”, location shelve may be paraphrased “as place
X onto a shelf”. Mateu argues that this difference is not grammatically encoded, and
that both types of verbs correspond to the type [ EA .. F ... [+R [X [+r
SADDLE/SHELVE]]]].* That they encode a [+r] relation, inducing telicity, is argued for
on the basis of the following Catalan data:

(39) Catalan; Mateu 2002:13-14
a. Ella ensella el cavall {*durant/en} cinc segons.
she (in)saddled the horse {*for/in} five seconds
‘She saddled the horse in five seconds.’
b. En Joan  encaixa cinc morts {*durant/en} dos minuts.
the Joan  (in)boxed five dead (men) {*for/in} two minutes
‘Joan coffined five dead men in two minutes.’

Verbs incorporating an abstract preposition are, in Hale & Keyser’s (1993f.) theory,
different from those incorporating an adjectival head, like clear. The difference is
related to the fact that only the latter are claimed to enter in the so-called causative
alternation:

(40) Hale & Keyser 1998:84 and 111
a. The screen cleared
b. *The book shelved.
c. *The horse saddled.

Configurationally, transitive clear has two V layers, a transitivising one and an
unaccusative one. Thus, if the outer layer is taken off, the structure is still a verb, and its
specifier counts as the surface unaccusative subject (see (40)a and (41)a). The presence
of the internal V layer is due to the fact that the head A, which projects only a specifier,
needs the complement-projecting head V to project that specifier. On the other hand,
verbs involving a P projection have only one V layer, which is both the verbalising head
and the transitivising head (P, in projecting both a complement and a specifier, does not
need any other head to project) (see (40)b, (40)c and (41)b):

(41) Hale & Keyser 1998: 85 and 86
a. [v [pp the screen] [v V A (= clear)]]
b. [v V [p [pp the books/the horse] [p P [n shelflsaddle]]]]

Mateu (2002), however, basing on Kiparsky 1997, argues that the facts in (40) are due
not to a grammatically encoded distinction, but to world knowledge. Thus, if the action
described by the predicate can be understood as non-agentive, locatum/location verbs

% The non-grammatical character of the locatum/location distinction is also argued for by Harley (2005).
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may license an unaccusative use (see (42), where the helicopter is a self-propelled
object); the same applies to deadjectival verbs like clear, which may (see (43)d) or may
not (see (43)b) appear in unaccusative predicates on the grounds of the same non-
agentive/agentive reading:*'

(42) Catalan; Mateu 2002:27
L’helicopter aterra tard.
the=helicopter  (to)landed late
‘The helicopter landed late.’
(43) Levin & Rappaport-Hovav 1995:104-105, apud Mateu 2002:27
a. The waiter cleared the table.
b. *The table cleared.
c. The wind cleared the sky.
d. The sky cleared.

Once these facts have been acknowledged there is no evidence that locatum/location
and deadjectival verbs differ grammatically. More generally, there remains no evidence
for a distinction between structures (38)b and (38)c. In particular, the h head in (38)c,
which is defined as the head projecting a specifier but no complement, and which is
unmarkedly realised as A in English and many other languages, is non-basic. Instead, it
is amenable to a decomposition into an [r] relation (P in Hale and Keyser’s terms) and a
non-relational element (N in Hale and Keyser’s terms). I recall, last, what I pointed out
in Section 1.2.1: that this move has a welcome consequence not sufficiently emphasised
by Mateu (2002). Specifically, Mateu (2002) eliminates the undesirable situation of
having an element (h in (38)c) be relational and convey conceptual content,
simultaneously. In that sense, Mateu’s (2002) theory can be argued to approach the neo-
constructionist desideratum of neatly separating roots (non-relational elements) from the
material able to create structure (relational elements).*

Finally, I would like to point out that some lexicalist traces can be found in Mateu’s
(2002) theory. Turning back to the discussion on the telic nature of location/locatum
verbs (see (39) above), he points out some apparent counterexamples:

*I'In Acedo-Matellan 2006a I provide more examples of uncontroversially locatum/location verbs which,
depending on the interpretation, may or may not enter into the causative alternation. Thus, for instance,
locatum emperlar, incorporating the prepositional prefix en- ‘in’, may be used to mean ‘bead (a
necklace)’ or ‘cover with bead-like elements, like dew drops’. Thus, in the former use emperlar invokes
an agent-controlled scene, but not in the latter. Accordingly, emperlar may only appear as intransitive in
the latter use (see (ib)):

(1) Catalan; Acedo-Matellan 2006a:46

a. *El  collar s’ha em-perlat. (Acceptable in the impersonal reading)
the necklace REFL=has in-pearl.PTCP
b. Els camps s’em-perlen de rosada cada mati

the  fields REFL=in-pearl.3PL of dew every morning

‘The fields get beaded with dew every morning.’
Also following the en-NOUN morphological pattern are (mainly) unaccusative ennuvolar-se ‘get cloudy’
(cf. nuvol ‘cloud’) or emboirar-se ‘get foggy’ (cf. boira ‘fog’).
2 See also Amritavalli & Jayaseelan 2003, Amritavalli 2007, and Kayne 2009 for the proposal that
adjectives are to be analysed as non-primitive categories, but from the combination of a non-relational
element and an adpositional element.
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(44) Catalan; Mateu 2002:14
a. En  Joan enfarina les mandonguilles{durant/en} deu segons.
the Joan (in)floured the meatballs {for/in} ten seconds
‘Joan floured the meatballs {for/in} ten seconds.’
b. Ell engabia elseu ocell preferit {durant/en} un minut.
he (in)caged his bird favourite {for/in} one minute
‘He caged his favourite bird {for/in} one minute.’

These examples would jeopardise his proposal that both location and locatum verbs
incorporate a [+r] relation, inducing telicity. With respect to examples like (44)b, Mateu
observes that their telicity is due to a measurement of the resulting state: in this case,
durant un minut expresses the time span spent by the bird in the cage after having been
caged therein. With respect to examples like (44)a, Mateu points out that the non-
relational element involved refers to a mass entity, in this case flour (farina), and that
this fact licenses an atelic reading of the predicate. Thus, since the root does not refer to
a bounded entity, the action of putting that entity somewhere (the meatballs) cannot be
measured out: enfarinar would turn out to be like ruixar ‘spray’, which can also license
an atelic reading for exactly the same reason in John sprayed the wall with paint for five
minutes (Mateu 2002:15).* Crucially, though, enfarinar cannot be said to involve a [-r]
relation —present in verbs like empeényer ‘push’— which would on the other hand
account for its atelic reading straightforwardly. The enfarinar/empenyer dissociation
and the enfarinar/ruixar association are based on diagnostics as the following one,
involving licensing of adjectival passives:

(45) Catalan; Mateu 2002:15-16

a. Les mandonguilles estan enfarinades.
the meatballs PFV.be.3PL (in)floured
‘The meatballs are floured.’

b. La paret esta ruixada de pintura.

the wall PFv.be.3PL sprayed of paint
‘The wall is sprayed with paint.’

c. *El carro esta empes.
the cart PFv.be.3PL pushed

According to this test, verbs like enfarinar, which involve a final state, pattern with
verbs like ruixar in involving a final state and licensing thereby the adjectival passive
construction; on the contrary, verbs like push, which do not involve a final state,
disallow the adjectival passive construction. Note, however, that the discussion is set,
literally, in terms of verbs, that is, lexical units, and in terms of what they involve as
such. My claim here is that neither does enfarinar necessarily involve a [+r] head nor
does empeényer necessarily involve a [-r] head. Accordingly, enfarinar can be claimed to
reflect either a [+R [X [+r X]]]] configuration, in which case a change of state is readily
interpreted and telicity is thereby licensed, or a [+R [X [-r X]]]] configuration, in which
case no final state is entailed to be attained and atelicity arises. I believe that what the
diagnostics in (45) is really showing us is that a very special context is needed for
empenyer to be interpreted as telic/change-of-state, unlike enfarinar and ruixar. Thus,
while it is possible to conceive of a (bounded) quantity of flour or spray which would
qualify as standard in defining an end state for a flouring or spraying event,

# See Harley 2005 for the inner-aspectual effects of the (un)boundedness properties of roots.
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respectively, it is considerably more difficult to evoke a standard “pushedness”.
However, it is not impossible, as the next example from Kratzer 2000, mentioned in
Acedo-Matellan & Mateu 2010:footnote 15, shows:

(46) German; Kratzer 2000:4
Dieser Kinderwagen ist schon geschoben.
this baby carriage is already pushed.

In Kratzer’s (2000:4) words, “[a] natural setting for [(46)] would be a factory that
produces baby carriages and employs workers whose job it is to push new baby
carriages a few times to test their wheels”.

More generally, I think that diagnostic tests like the one in (45), involving the licensing
of particular constructions, are not diagnostics about the adscription of a certain verb to
a particular grammatically defined class: they could not be, once an exo-skeletal
perspective has been adopted, where category-free roots are freely inserted in the
structures generated by syntax, and hence, the only reason a root does not fit into a
structure is an incompatibility between the semantics emerging from the structure and
the conceptual content of the root.** The adjectival passive construction illustrated in
(45) most probably involves some grammatical formative like Mateu’s (2002) [+r]
relation, but enfarinar or ruixar, or, more specifically, the roots involved in them, do
not.

2.2  Borer 2005b

2.2.1 Listemes and functional structure. Coercion

As pointed out above, the term exo-skeletal (and endo-skeletal) is due to Borer (2003).%
She develops a highly articulated theory of the lexicon-syntax interface characterised by
the idea that the conceptual system and the grammar do not interact. Rather, the
grammar yields structures where the units of conceptual content or /istemes, sound-
meaning correspondences without any grammatical information (notably, category and
argument structure properties), act as mere modifiers. In such a system, many instances
of sequences commonly considered as ungrammatical are explained away as
semantically devious, due to a clash between the interpretation of the structure, which
cannot be overridden, and the conceptual content of the listemes. For instance, the
sequences "three bloods and *a lot of dog (Borer 2005a:101 and 102) are odd because
the conceptual properties of the listemes blood and dog do not fit well in structures
which oblige to interpret them, respectively, as count (through plural marking and a
numeral) and mass (through the mass quantifier a lot of). However, these sequences are
by no means ungrammatical (and consider, with respect to a lot of dog, the absolute
normality of a lot of chicken); rather they present a coerced interpretation of the
listemes embedded. On the contrary, sequences like much blood and many dogs cannot
appear in the same environments and cannot be coerced in any way, since they give rise
to severe ungrammaticality: *much three bloods, *many a lot of dog. The interpretation

# Mateu (2002:footnote 38) does express his sympathy towards free-insertion theories, accounting for
variation in argument structure like the transitive/unergative alternation illustrated by push the car and
push (in Mateu’s terms, [+R [[the car] [-r PUSH]]] / [+R PUSH)).

* My description of Borer’s theory is mainly based on Borer 2005b, the second volume of the Structuring
Sense trilogy, dedicated to event structure. However, I will make incursions into the first volume
(particularly Borer 2005a:3-60), dedicated to nominals, where she most extensively expounds her theory.
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of structures like much blood or many dogs is, then, a matter of grammar, and cannot be
overridden.

Many of the properties traditionally assigned to lexical items are transferred, then, to
functional structure. The listemes are, as mentioned, grammatically opaque entities
consisting purely of a conceptual package and a phonological specification. Hence, the
listeme blood is not [mass], nor is the listeme dog [count]. In the same way, the listemes
run or rain are not unergative, transitive or unaccusative. Rather, all these properties
belong to the structures where these listemes, stored in the encyclopaedia, are inserted.
Functional structure, on the other hand, is built around functional categories taken from
a functional lexicon.

2.2.2 Range assignment to functional categories

Within the domain of functional categories there is a remarkably original advance in
Borer’s (2005) theory. Borer (2005a:34) proposes that functional heads are, in fact,
open values, that is, variables which are in need of being assigned range.** These
variables convey a syntactic category and the corresponding (functional) interpretation.
For instance, the determiner projection is headed by the open value <e>4, which induces
the category D for the projection and introduces a definite entity. However, <e>4 needs
to be assigned range by some appropriate operator, to be interpretable. This can be
achieved basically in two ways: through direct or indirect range assignment. Direct
range assignment is accomplished when a grammatical formative is merged directly
into the open value. Grammatical formatives are of two kinds: independent grammatical
formatives or f-morphs, like the or will, and phonologically abstract head features.
While the former are morphemes in the classical sense, the latter are non-morphemic,
and are phonologically realised only in conjunction with some head. This is why head
features trigger head movement. The past tense in English, <pst>, is an example of an
abstract head feature: it assigns range to the open value heading TP, <e>r. If the listeme
sink, embedded below TP, moves up to <pst> the phonology shall retrieve the sequence
sank; if it is read which moves up to <pst>, read shall be retrieved, etc.”” An f-morph
like will, which can also assign range to <e>t, does not trigger head movement (cf. He
will surely like it). Indirect range assignment can be instantiated through adverbs or
discourse operators or, alternatively, through the specifier-head relation. An example of
the former case is the induction of a telic reading of predicates by adverbs such as once
or twice in English. In Borer’s (2005) system, a telic interpretation of a predicate
depends uniquely on the existence and licensing of a dedicated projection, AspqP
(Aspectual Quantity Phrase), headed by the open value ssp<e>y. Borer argues that
adverbs like once or twice may assign range to asp<e>, telicising the event. This is
shown in the following examples:

(47) Borer 2005b:201
a. Robin danced once in five days.
b. Pat laughed twice in three days.

% As a matter of fact, not all functional heads are open values in need of range. The functional projection
heading atelic transitive non-stative predicates is one such example. See below.

*7 1t must be clear, therefore, that at least for grammatical formatives, Borer (2005) endorses some version
of Late Insertion, postulating in fact a “Great Phonological Dispenser” (Borer 2005a:33), which retrieves
the phonological specifications, if they are available, for particular structures. Failure to retrieve such
phonological specifications makes the derivation crash.
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The open value agp<e>; can be assigned range through specifier-head agreement,
however, and, in fact, that is the usual way of attaining telicity in English and many
other languages. In particular, if a DP with the right characteristics is merged as the
specifier of AspqP, asp<e> 1s licensed and telicity arises. Specifically, the DP must have
a quantity interpretation. In turn, a quantity interpretation is one which is neither
divisive nor cumulative. For a predicate P to be divisive, it must describe a property
appliable to some entity and to any subdivision of that entity. For instance, the
expression water can denote whatever amount of water one can imagine and any
subdivision of that amount, no matter the size. The expression water, then, is divisive. It
is also cumulative, since if the original amount of water is increased in whatever degree,
it will still fall under the denotation of water. By contrast, the expression more than
enough water is not divisive, since for any amount of water counting as more than
enough water, there is always some portion which cannot be defined as more than
enough water. On the other hand, /ess than enough water is not cumulative, since, being
applicable to some amount of water, X, it cannot be applied to amounts bigger than X.
The DPs more than enough water and less than enough water count as quantity DPs.
Definite DPs like the water are also quantity (they are neither divisive nor cumulative):
the water specifies a definite amount of water (already introduced in the discourse) and
cannot, therefore, be applied to a smaller or a bigger amount.

With these considerations in mind, we can understand why in the next example (where
range assignment is marked through numerical coindexing and the functional
projections above AspqP have been omitted) the quantity DP the flower is able to assign
range, through a specifier-head relation, to asp<e>s:

(48) Based on Borer 2005b:72
The flower wilted (in three days).
[AspeP [the flower]® [<e®>4 [vp Wilt]]]

2.2.3 Event structure with arguments: range assignment through specifier-head
relations

Specifically within the domain of argument and event structure, and having into account
the previous exposition of range assignment, Borer puts forth a theory where argument
structure and event structure are dissociated. In particular, the projection of arguments
and their association with event structure is expected (and needed) only as one of the
possible ways of licensing, through specifier-head agreement, the functional categories
forming the spine of the event structure configuration. These functional categories are,
from bottom to top, asp<e>y, which creates telic predicates and assigns accusative case
in transitive derivations, <e>t, heading TP and assigning nominative case, and <e>g,
heading EP (Event Phrase) and introducing the event argument.*® An example of the co-
appearance of the three of them are unaccusative predicates in English, as illustrated
below:

(49) Borer 2005b:84
[ep [the flower]® <e’>p [TP ftheflower} wilt<pst><e>t [AspoP [the-flower} [<e’>4
[ve wit]]]]]

8 I shall not expose here why TP is lower than EP. See Borer 2005b:261-272 for relevant discussion.
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The quantity DP the flower provides range to asp<e>y, generating a telic reading of the
predicate. The same DP moves to the specifier of EP, through that of TP, to provide
range to <e>g (<e>t is assigned range directly by the head feature <pst>, which triggers
head movement of the listeme wilf). The DPs assigning range to the relevant open
values receive an interpretation “as an entailment of the event structure” (Borer
2005b:64). Thus, the specifier of AspgP is interpreted as subject-of-quantity (in Tenny’s
1994 terms, it measures out the event), since it is the subject of a quantity predicate,
namely AspqP. As a specifier of EP, the DP is interpreted as an Originator, as
originating the (wilting) event. Note, crucially, that these interpretations are independent
of the listeme which ends up being the verb (wilf in (49)). In unaccusatives, therefore,
the subject is taken to be interpreted as both subject-of-quantity and originator. On the
other hand, unaccusatives are, within this perspective, always telic. If, however, a DP
different from that at the specifier of AspqP is merged as the specifier of EP to provide
range to <e>g, a telic transitive predicate emerges:

(50) Borer 2005b:85
[er [Anna]’® <e’>g [TP fAnna} read<pst><e>t [AspoP fthe-book} [<e’>4 [vp read]]]]]

In this case, of course, Anna is interpreted as originator of the reading event, while the
book is only interpreted as subject-of-quantity, measuring out the reading event.

On the other hand, if AspqP is absent, an atelic unergative predicate arises:

(51) Borer 2005b:84
[ep [the flower]’ <e’>g [TP fheflower} wilt<pst><e>t [vp wilt]]]

In this predicate, which could correspond to The flower wilted for three days, the flower
cannot be interpreted as subject-of-quantity, since ssp<e>, has not been merged.

Finally, Borer discusses non-stative atelic transitive predicates, both with quantity and
non-quantity objects.” She argues that these objects are the specifiers of a semantically
empty projection, the shell functional projection, F°P. The head of this projection is
licensed not by range assignment, but phonologically, by assigning case to a DP
(quantity or not) at its specifier. Specifically, F® assigns partitive case, as manifested in
some languages like Finnish, where the presence of partitive on an object DP
automatically cancels a telic reading of the predicate.”® An illustration of the derivation
of these predicates is given below:

(52) Borer 2005b:109
a. [ep [Kim]® <e’>g [TP [Kim] build<pst><e>t [F°p fhouses] [FS [vp build]]]]]
b. [ep [Kim]® <e’>g [T [Kim]} push<pst><e>t [F°P fthe-cart]} [F [ve push]]]]]

* Borer 2005 does not discuss stative predicates in depth, pointing out only that they cannot be equated
with predicates involving an F°P.

%% Borer (2005b:108f.), basing on ideas in Speas 1994, suggests that FP is a kind of semantically vacuous
counterpart of AspgP: while the former is not semantically interpreted but must by necessity assign
(partitive) case, the latter is semantically interpreted (it introduces a quantity predicate to be predicated of
the event) but does not necessarily assign case (for instance, it does not assign accusative case to the
subject-of-quantity in unaccusative predicates).
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Since F°P is not a semantic projection, the DP at its specifier must receive “a default
participant interpretation, to be calculated on the basis of other fully specified
components of the event” (Borer 2005b:111). For instance, in the examples of (52), if
Kim is interpreted as the originator of the building and pushing events, respectively, the
DPs houses and the cart must refer to the entities being built or pushed, but, crucially,
not measuring out the event, as do subjects-of-quantity in AspqP structures.

2.2.4 Event structure without arguments

Licensing of event structure, that is, assignment of range to the open values heading the
relevant functional categories, can be carried out through means different to the one
shown above, which involves a specifier-head relation between a DP and the open
value, with the concomitant assignment of an event role to the DP. These other ways of
assigning range are, I recall, direct, by an f-morph or a head feature, or indirect, by
some element in the structure different from a specifier. We have already seen an
illustration of indirect range assignment to <e>4 by adverbs (see (47)). In this case,
telicity arises in the absence of a subject-of-quantity. This would also be the case with
PPs expressing a bounded path in motion predicates; they too would indirectly assign
range to Asp<€>4:

(53) Borer 2005b:208
a. John ran to the store
b. Jane swam into the room
c. Pat danced into the corridor

For Borer, in these cases the subjects are not first merged at the specifier of sgp<e>y
which, as said, is given range by the PP. As a result, the predicates in (53) would not be
unaccusative. However, I observe, analogous predicates in Dutch select the BE-auxiliary
in the perfect tense (see (54)b in comparison with (54)a, without the PP), strongly
suggesting an unaccusative analysis for the predicate and a non-originator analysis of
the subject:’’

(54) Dutch; Borer 2005b:32
a. Jan heeft gesprogen.
Jan has jumped
b. Jan is in de sloot gesprongen.
Jan is in the ditch jumped
‘Jan has jumped into the ditch.’

As for direct range assignment to agp,<e>x Borer proposes that this is the usual way in
the Slavic languages. For instance, the semelfactive suffix -nu, as in the predicate
below, is taken to be a grammatical formative assigning range directly to ssp<e>4 and,

> Borer (2005b:208, footnote 17) does note that her analysis of (53) as (telic) unergative predicates is in
contradiction with the fact that similar predicates in Italian allow ne-cliticisation, a traditional
unaccusativity diagnostic. However, she claims that ne-cliticisation does not necessarily signal
unaccusativity, but, rather, a postverbal location of the subject. Even if her approach to (53) can escape
the critique based on ne-cliticisation, it does not escape, I observe, the one based on auxiliary selection in
Dutch, which she herself mentions as unaccusativity diagnostics in Borer 2005b:33.
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thus, making a telic reading of the predicate possible in the absence of a subject-of-
quantity:**

(55) Russian, Borer 2005b:185
Ja morgnula (*casami). (In the non-repetitive reading.)
I blinked for hours

All in all, Borer (2005b) proposes that argument structure, as the (structured) set of
arguments of a predicate, is purely epiphenomenal: the presence and the interpretation
of arguments is ancillary to the construction and licensing of event structure, which, on
the other hand, can be licensed without arguments.”

I have already pointed out a problem with such a neat dissociation of event and
argument structure. In particular, the Dutch data in (54)b suggest that the presence of
the bounded PP must be related to an unaccusative reading of the predicate and a
subject-of-quantity reading of the subject. That this might be the case is further
supported by the fact that when the subject of such predicates is a mass DP, telicity does
not arise:

(56) Marine wildlife swam into the room (for hours/*in five minutes)

Thus, the subject of this type of sentences does seem to bear on their aspectual
interpretation. We have reasons to believe, therefore, that the presence of the PP cannot
be dissociated from the status of the subject as a subject-of-quantity. However, this
relation between the two is straightforwardly accounted for in theories proposing a
small-clause projection where the PP acts as the predicate and the surface subject is in
fact the small clause subject (see, among others, Hoekstra 1988:134, Hoekstra &
Mulder 1990:4 or Mateu & Rigau 2002:11).

52 Borer (2005b:186-187) provides evidence that the subject of nu-suffixed verbs is not an internal
argument, thereby rejecting the possible objection that these predicates be in reality unaccusative, with
the subject being first merged as the specifier of Aspgand assigning range to <e>y.
>3 The eventive projection EP can also be licensed without any argument DP merged at its specifier. A
case in point are predicates like It rained or There arrived three trains at the station (Borer 2005b:265
and 268) where an expletive (it, there) licenses EP without receiving an originator role, <e>g. On the
other hand, direct range assignment of <e>g is illustrated, according to Borer, by data such as such as the
next Catalan sentence:
(1) Rigau 1997, apud Borer 2005b:284

Hi=canten  nens.

LOC=sing.PL children

‘There are children who sing (there).’

[ep hi® canten<e > [1p [nens] hi canten<e>t [vp ]]]
In (i) the clitic 4i (cliticised onto the verb), directly licenses the event argument introduced by <e > (this
amounts to existential binding, representing by the superindex ¥). The postverbal subject nens raises to
TP, where it is assigned nominative case, but does not have anything to do whatsoever with range
assignment to <e >g. As long as nens is interpreted as an originator of a singing event, it receives this role
from the fact that there is no other DP to which it could be assigned.
On the other hand, by no means do I want to imply that Borer’s theory does not make a distinction
between arguments and adjuncts. In fact, the distinction is very clear, since arguments are meant to be
exclusively those XPs merged as specifiers of functional projections and providing range to their open
values.
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On the other hand, it is not clear that unaccusativity —within Borer’s framework, the
licensing of Aspq through a quantity DP merged at its specifier and the licensing of EP
through the same DP raised onto its specifier— should automatically imply telicity.
Thus, returning to the BE-auxiliary diagnostics, this time in Italian, we find BE-selecting
intransitive predicates which allow, nonetheless, an atelic interpretation:*

(57) Italian; Sorace 2000:869 and Folli 2002:128
a. I dinosauri  {sono esistiti / "’hanno esistito} 65 milioni di anni fa.
the dinosaurs are existed/ have existed 65 millions of years ago
‘The dinosaurs existed 65 million years ago.’
b. La casa ¢ bruciata (per un’ ora), ma non ¢ bruciata.
the house is burned for an hour but not is burned
‘The house has burned (for an hour) but has not burned down.’

Moreover, it is also unclear how Borer’s (2005b) analysis can account for data such as
the following:

(58) [Italian;, Mateu 2008a
La giumenta {ha figliato/ *¢  figliata} in/"per due ore.
the mare(F) has foaled.M.sG  is foaled.F.sG in/for two hours
‘The mare has foaled in two hours’

The above example is not unaccusative, since the HAVE-auxiliary is selected; but,
crucially, it is not atelic. However, there is no apparent licenser for Aspq either (nor any
sub-word licenser akin to the suffix nu in Russian —see (55)). Rather, it seems, as
argued by Mateu (2008a) and Acedo-Matellan & Mateu (2010), the telicity in (58) is
not grammatically represented and must depend solely on the conceptual properties of
the root, here one referring to an entity unmarkedly interpreted as bounded (figlio
‘son’).”

2.3 Distributed Morphology

2.3.1 A single generative engine. The Narrow Lexicon

A glance at such works as Marantz 1995, 1997 or Harley & Noyer 1999, 2000 reveals
that Distributed Morphology (DM) is not simply a theory of morphology, although
maybe its motivations were, in the beginning, of a morphological nature (see Halle
1992, 1997, Halle & Marantz 1993): it implies a revision of the generative model of
grammar, with particular attention to the syntax-morphology interface, and basically
assuming a minimalist design (Chomsky 1995f.). The main tenet in the theory is that
syntax is the only generative engine of the faculty of language, and, hence, that
whatever stores of idiosyncratic information must be postulated are exclusively of a
non-computational nature (but see below for a qualification). In this way, it is denied
that there could be any operations in the lexicon, and, in fact, the traditional lexicon is
split up in three different stores or lists, as shown below (Marantz 1995, 1997):

 See Levin & Rappaport Hovav 1992, 2004 and Reinhart 2000, 2002 for more discussion on the
dissociation of unaccusativity and telicity.
>> See Chapter 4, Section 1.1.3 for a critique of Borer’s treatment of resultative constructions.

49



(59) Based on Marantz 1997:203-204

a. List 1 or Narrow Lexicon, containing bundles of purely morphosyntactic
features called morphemes.

b. List 2 or Vocabulary, containing Vocabulary Items, which are rules of
correspondence between a phonological exponent and an underspecified set of
morphosyntactic features and other contextual instructions.

c. List 3 or Encyclopaedia, containing Encyclopaedia Entries, which are rules of
correspondence between a phonological exponent and a set of world-
knowledge properties (for cat, for instance, “fuzzy animal”, “domestic”, etc.).

Syntax exclusively operates with morphemes provided by the Narrow Lexicon to yield
hierarchic representations feeding both the phonological and semantic interpretations of
linguistic expressions. These morphemes, as mentioned above, are bundles of abstract
features taken from a common pool provided by UG. Marantz (1997:203) contends that
“[t]he sets of grammatical features are determined by Universal Grammar and perhaps
by language-particular (but language-wide) principles. Since these sets are freely
formed, subject to principles of formation, List 1 is “generative.”” I note that, as long as
one of the lists is generative, the goal of having a single generative engine, expressed as
the basic postulate of the theory, is not achieved.” On the other hand, Marantz
(1997:204) characterises the Vocabulary and the Encyclopaedia as “non-generative but
expandable”.

2.3.2 The Vocabulary

No phonological or encyclopaedic information is present in syntactic computations: DM
endorses the hypothesis of Late Insertion, by virtue of which phonological information
is retrieved once the syntactic representation is delivered at the PF interface, after Spell-
Out. At the moment of Vocabulary Insertion, the insertion of Vocabulary Items into the
nodes of the syntactic configuration, the distinction between f-morphemes and I-
morphemes becomes important (Harley & Noyer 1998, 2000). The former correspond to
functional nodes like v or T, conveying only morphosyntactic meaning like the values
for number, tense, person, etc., and triggering an almost automatic Vocabulary
Insertion. For instance, the f-morphemes of plural number in nouns and past tense may
receive, in English, the phonological exponents specified, respectively, by the following
Vocabulary Items:

(60) Harley & Noyer 1999:3
/-s/ < [Num] [pl]
/did] < [pst]

Vocabulary Insertion for f-morphemes is automatic, in the sense that there is not a free
choice of Vocabulary Items for a given f-morpheme. Rather, it is regulated through a
process of competition between different Vocabulary Items whose set of contextual
features must be a subset of those making up the f-morpheme. In this competition the
most highly specified Vocabulary Item will be inserted, pre-emptying insertion of any
of the rest (for instance, -en will be inserted at a plural node if the root embedded is Yox
or \/CHILD, accounting for oxen, children, *oxes and *childs). On the contrary,
Vocabulary Insertion into Il-morphemes (lexical morphemes) is arbitrary, non-

>% A critique based in Starke 2010. In Starke’s (2009) nanosyntactic theory the nodes of the syntax are, in
fact, individual features, so there is no need for a pre-syntactic generative narrow lexicon. However, see
Section 3.3.3 for a critique of so-called phrasal spell-out within the nanosyntactic framework.
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deterministic: in principle there is a choice as to inserting either cat, dog, table or idea
into an l-morpheme. This aims at accounting for the fact that the phonological variation
in roots is significantly less dramatic than that in functional material. For instance,
syncretism (as in -ed for both past tense and past participle), contextual allomorphy (as
in a/an for the indefinite article, -abl(e)/-bil for the same derivational morpheme in
reliable/reliability) and suppletion (variation with no possible phonological relation
between the variants, as in plural -(e)s vs. -en) are pervasive in functional items, but not
in roots. However, some authors (Harley & Noyer 1998, 2000) have emphasised the
need to elaborate a theory of licensing, where root Vocabulary Items are endowed with
contextual specification as to be insertable only in particular nodes.” In that sense the
difference between f-morphemes and I-morphemes is significantly weakened. In
Section 3.3.2 I will propose that roots are early inserted and that the Vocabulary
Insertion of l-morphemes is dramatically different from that of f-morphemes.
Importantly, no theory of licensing is needed.

2.3.3 Semantic interpretation. The Encyclopaedia

On the semantic side, the configuration generated by the syntax arrives at LF, where it
is automatically interpreted on the basis of both the featural content of f-morphemes and
their position in the configuration (which confers them different “flavours”, like “cause”
or “become” for the v head —see Harley 1995, Marantz 2003). Marantz (1995:4)
emphasises the fact that the semantic interpretation of a linguistic expression partakes in
both its LF representation and the “derivation as a whole”, in particular, “any and all
unforced choices made”. Presumably he is referring to the roots freely inserted during
Vocabulary Insertion, for which, as mentioned above, there is an unforced choice.
Under a Late Insertion approach to roots we must conclude that the only possible way
for the conceptual system to access the non-compositional meaning encapsulated in
roots like \DOG or VCAT is by accessing Vocabulary Insertion, where the choice is
made, and then looking up the correspondent entry listed in the Encyclopaedia (for
instance, dog < [“four legs”, “canine”, “pet”, “sometimes bites”, etc.] —see Harley &
Noyer 1999:3). Of course that architectural complication (graphically represented in
Harley & Noyer’s 1999:3 diagram as the Encyclopaedia being linked by different
arrows) is not required if roots, as opposed to f-morphemes, are early inserted and,
hence, present before Spell-Out. See Marantz 1995, 1997 and Embick 2000 for
discussion, and also Section 3.3.2.

The interpretation of roots turns out to be, to a certain extent, context-dependent.
Crucially, the context within which a special meaning of a root may be triggered is
locally defined. In Marantz 1995:13f.,, for instance, the observation is made that the
little v (verbalising) head defines one such domain, as vPs like take a leap are
interpreted as simple verbs like /eap. On the contrary, the causative verb make can only
trigger idiomatic interpretation if the verb it embeds does not itself project an external
argument. For instance, make ends meet receives an idiomatic interpretation “earn and
spend equal amounts of money” due to the special meanings retrieved for the roots
involved (VEND, VMEET) within a local domain (vP). That the meanings can be retrieved
is possible because unaccusative meet does not involve the projection of a head
selecting an external argument, which would count as a boundary between make and

>" For instance, in Harley & Noyer 2000:13 the l-morpheme destroy is endowed with the constellation of
features {[+v], [+DP], [+cause]}. These features determine, respectively, that destroy is only insertable in
the context of v, that it needs an object and that it cannot appear in an unaccusative predicate (cf. *The
city destroyed). See also Ramchand 2008 for another instance of a licensing theory outside DM.
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ends meet. That boundary is present in constructions like make (someone) swim/fly a
kite/etc., which, accordingly, may only receive an interpretation where make is a
causative verb and the embedded verb retains its usual meaning —see also Harley 1995.
Crucially, much as special meaning might be triggered for roots within well-defined
contexts, the whole structure is not assigned a special meaning. That could not never be
the case, since the LF-semantics inherent to the configuration generated by syntax is
compositional and cannot be overridden. Marantz (1995:12f.) makes the claim, for
instance, that in the idiom kick the bucket a special interpretation is retrieved for kick
and bucket (specifically, for VkIcK and VBUCKET). However, the meaning associated to
a transitive structure with a definite DP as object, that is, the LF of that expression, is
computed, and, thus, kick the bucket is not the same as die (cf. He was dying for
days/*He was kicking the bucket for days).

Finally, the local domain in which a particular interpretation of a root is triggered has
eventually come to be identified with the phase (Chomsky 2000f.). Accordingly, there
has been theorising, within the DM tradition, on what categories define phases, based
on the evidence of particular interpretations arising within well-defined contexts (cf.
Arad 2003, 2005 and Marantz 2001, 2008, among others.).*®

2.3.4 Operations along the PF-branch

One of the main tenets of DM is Syntactic Hierarchical Structure All the Way Down. In
Harley & Noyer’s (1999:3) words, it “entails that elements within syntax and within
morphology enter into the same types of constituent structures (such as can be
diagrammed through binary branching trees). DM is piece-based in the sense that the
elements of both syntax and of morphology are understood as discrete constituents
instead of as (the results of) morphophonological processes.” In the same vein, Embick
& Noyer (2007:302f.) emphasise that the interface between syntax and morphology is,
by default, transparent. However, it is of course well-known, and correspondingly
observed within the DM tradition (Halle & Marantz 1993f.), that syntax/morphology
mismatches do occur and that, hence, the interface can be non-isomorphic or non-
transparent. With respect to such cases of mismatch, Embick & Noyer (2007:304)
“assume that one of the primary tasks of morphological theory is to identify the set of
PF operations that are responsible for these deviations from the default case. Although
this option weakens the theory by allowing PF to alter syntactic structures, it does so in
a way that maintains the most direct possible correspondence between syntactic and
morphological (i.e. PF) structures.” A range of PF operations have been proposed but
here T will concentrate on Fusion and Lowering.” Importantly, both operations take
place before Vocabulary Insertion, that is, before the representation is endowed with
phonological matrixes.®

Lowering (Embick & Noyer 1999) allows the adjunction of syntactic terminal nodes
that have not been put together either by Merge or by Attract/Move in overt syntax. In

¥ Borer (2005b:25f., 354f.) proposes a treatment of idioms as idiosyncratic relations between a
phonological representation and a chunk of structure (in fact, pluralia tantum like trousers or scissors or
verbs with an obligatorily telic unaccusative interpretation, like arrive, are considered by her idioms).
However, she does not establish principles to define the domain of an idiomatic interpretation, missing
the generalisation captured by Marantz (1995f.).

%% See Embick & Noyer 1999, 2001.

5 But see Kandybowicz 2007 for arguments that Fusion must apply after Vocabulary Insertion.
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particular, it brings a head down to the head of its complement, creating a new, complex
node, as stated below:

(61) Lowering of X’ to Y'; Embick & Noyer 2001:561
[XP XO [YP YO ]] = [Xp [YP [YO YO+XO] ]]

An illustration of Lowering is the movement of T to v in English. Observe that, since
Lowering occurs before Vocabulary Insertion, it is not sensitive to linear adjacency. As
a result, it might skip intervening material, like the adverb loudly:

(62) Lowering of T to V" in English; Embick & Noyer 2001:562
Mary [rp t; [,p loudly play-[ed]; the trumpet]]

Fusion (Halle & Marantz 1993, 1994) obtains one single simple node out of two sister
nodes. In that sense, it “was designed primarily to account for a particular syntax-
morphology mismatch involving the phonetic realization of fewer vocabulary items at
PF than there are terminal nodes in the narrow syntactic output.” (Kandybowicz
2007:3). As an illustration of Fusion, Miyagawa (1998) claims, for instance, that in
some cases the causative v and the “become” v are fused in Japanese, and that, hence,
only one Vocabulary Item corresponds to these two syntactic nodes. '

2.4 Summary

I have revised the models proposed by Mateu (2002), Borer (2005b) and the DM model
(Halle & Marantz 1993, Marantz 1995f., among others). Mateu’s (2002) model inherits
Hale & Keyser’s (1993f.) view of argument structure, where argument structure
configurations are syntactic projections defined on the relational properties of a limited
set of projecting or relational elements. Mateu (2002) achieves a more parsimonius
theory in reducing the number of basic relational elements by showing that adjectival
categories and adpositional categories behave in the same way, as far as argument
structure is concerned. Borer (2005b) puts forth a model based on a very neat separation
of grammatical knowledge and conceptual knowledge. Technically, and for the matters
of concern here, the model consists in a highly articulated syntactic treatment of event
structure, which, crucially, can be licensed without arguments. Thus, for Borer
argument structure is ancillary to event structure. Finally, the DM model can be
considered a research program on the architecture of grammar, with a particular concern
for the syntax-morphology interface, but also with a special regard for the relation
between phonological and semantic interpretation.

3  The present framework

In this section I present the framework within which I approach the argument structure
phenomena dealt with in the dissertation. Although I have been primarily inspired by
the configurational theory of thematic interpretation to be found in Hale & Keyser
1993f. (see Section 1.2.1), Mateu 2002f. (see Section 2.1), and Acedo-Matellan &
Mateu 2010, I also draw on insights from Borer 2005b (see Section 2.2) and DM (see
Section 2.3). Thus, on the one hand, assuming as desirable a theory of grammar with
only one generative engine (cf. Marantz 1995), I endeavour to do away with the 1-/s-

1 Other post-syntactic operations are: Impoverishment (Bonet 1991), Fission (Noyer 1997), the
introduction of dissociated features or dissociated morphemes (Embick 1997, 1998, Embick & Noyer
2007) or Local Dislocation (Embick & Noyer 1999, 2001). See also Harley & Noyer 1999.
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syntax distinction. On the other hand, I emphasise Borer’s (2005b) view of roots as
grammatically opaque elements and I also try to incorporate her insights on the
syntactic representation of telicity into a theory of argument structure. First [ will lay
out how argument structure is syntactically built (Section 3.1). Then I will discuss how
the syntactic configuration 1is interpreted semantically (Section 3.2) and
morphophonologically (Section 3.3). I pursue the idea that cross-linguistic variation
boils down to differences in the morphophonological interpretation of the structures
yielded by syntax.

3.1 Argument structure is syntax

Argument structure is a syntactic configuration; as such, it is built by freely applying
Merge to primitive relational elements, able to project, and non-relational elements,
unable to project. Since argument structure is syntax, there is no sense in maintaining a
distinction between an l-syntax and an s-syntax: syntax is the only generative engine. In
turn, syntax delivers representations which are to be interpreted at PF
(morphophonology) and at LF (semantics).

3.1.1 No I-/s-syntax distinction

In Section 1.2.1 I have provided evidence that l-syntax, as portrayed in the works of
Hale and Keyser, constitutes an independent cycle of syntactic computation. I will
assume, along with the DM framework, that there is only one generative engine
responsible for the generation of every (morpho)syntactic object. In particular, roots and
DPs will be shown to be merged as arguments (that is, as complements or specifiers of
argument structure configurations), and, hence, to be interspersed in the configuration. I
am of course not arguing for a cycle-less syntax. Rather, the phase, as cycle (Chomsky
2000f.), has to account for any phonological and semantic opacity-effects traditionally
attributed to the word/non-word, lexicon/syntax or l-syntax/s-syntax distinction (cf.
Marantz 2001). I will assume that vP is a phase. Phases are mostly important, within
this work, as locality domains for semantic and phonological interpretation (see Section
3.2.5).

3.1.2 Relational and non-relational elements

I adopt Mateu’s (2002) important distinction between relational and non-relational
elements as the basic building blocks of argument structure. Relational elements are
functional heads, universally provided by UG, and are able to project structure. There
are two basic relational elements within the vP: v and p.”* The former is the eventive
head, while the latter is the adpositional head. In turn, v and p may acquire “flavours”,
that is, different semantic interpretations depending on configurational properties. In
particular, if v takes a specifier it is interpreted as causative; if it does not, it is
interpreted as unaccusative. As for p, a single pP projection is interpreted as a
predicative relation between two entities; an ulterior p taking pP as complement is

62 Ultimately, v and p could be conflated into one relational head, the distinction derived from
configurational properties. See Boeckx 2010 for the proposal that there are only two basic categories, a
nominal category n and an adpositional category p, the distinction between them, in turn, being derived
from phase-theoretic considerations. In turn, all other categories are derived configurationally. See Mateu
2002:32 for the contention that the difference between his R, T and r heads (see Section 2.1) is of
configurational nature. However, the + value with which they are endowed is grammatically relevant but
non-configurational. Mateu (p. c.) points out that the = value of R and T could also turn out to be
translated into configurational terms. However, I believe that the + difference is not grammatically
relevant when applied to R and, as for T, the dynamic/static difference emerges precisely from the
Path/Place difference which I am introducing as configurational. See Section 3.2.2.
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interpreted as a transition and may induce a telic reading of the resulting predicate (see
Section 3.2.4.2). In this way, a single p-projection corresponds, semantically, to Hale
and Keyser’s central coincidence relation, while two p-projections correspond to their
terminal coincidence relation (Hale 1986, Hale & Keyser 1997a). Roughly, while a
central coincidence relation like the one involved in Sue is in the room is equalled to
stasis, a terminal coincidence relation like the one involved in Sue goes into the room is
equalled to change (Hale & Keyser 1997a).” For the sake of simplicity, and to parallel
(not entirely, though) a distinction made within studies of the PP, from the seminal
work of Jackendoff 1983f. through works such as Koopman 1997, Svenonius 2007 or
Gehrke 2008, among others, I call the single p-projection PlaceP, a projection of Place,
and the double p-projection PathP, a projection of Path. No ontological difference is
meant thereby, though.* Importantly, Place and Path are purely formal terms here. Place
is to be equated with predication, while Path transforms that predication into a final
state/location.

Non-relational elements are unable to project structure, and are of two kinds: roots
(represented in small caps and preceded by the symbol V) and DPs. Roots are deprived
of category and cannot project; they are grammatically opaque, pretty much as are
Borer’s (2005a) listemes. Since roots cannot project, there is no syntactic object of the
form RootP.” DPs, on the other hand, may be expanded by adjuncts, but no new
structure is created thereby. That non-relational elements should be of these two kinds is
a natural consequence of eliminating the I-/s-syntax distinction: once a single
computation is assumed, the merger of roots and DPs is expected to be interspersed in
the structure. Non-relational elements appear either at Complement or Specifier
position, although roots are precluded from the specifier position presumably for
phonological reasons, as will be discussed in Section 3.3.3.%

3.1.3 Argument structure configurations

Application of the operation Merge to relational and non-relational elements yields the
different types of vP which correspond to the different argument structure
configurations, as illustrated in (63) to (67). The examples and nomenclature are mostly
taken from Acedo-Matelldan & Mateu 2010:

(63) Unergative/Transitive creation/consumption event
a. Sue danced.
[vp [bp Sue] [ v VDANCE]]
b. Sue did a dance.
[ve [pP Sue] [y v [pp a dance]]]

53 The possibility of reducing this ontological difference to a configurational difference is also suggested
by Hale & Keyser (1997a) themselves.

5 Note that I am dispensing with selectional features within functional heads. The difference between a
transitive/unergative v and an unaccusative v depends on the fact that a DP is merged as specifier in the
former case and no specifier is merged in the latter case. See Chomsky 2001:10-11, for arguments against
the existence of selectional features.

% Other exo-skeletal frameworks, such as Harley 2005, allow roots to project.

% Needless to say, DPs are themselves projections and, as such, must embed relational heads, such as D.
It is of course true that DPs are referential entities, unlike roots. What I am claiming here is that both DPs
and roots may receive a similar argumental interpretation derived from their position in the configuration.
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(64) Atelic unaccusative event (Dutch example from van Hout 1993:7, apud Sorace
2000:866)
a. Die temperatur is 3 uurlang gestegen.
the temperature is 3 hours long  rise.PTCP.PST
[vp V [placer [Dp Die temperatur] [piace’ Place \ STIG]]]
b. Dinosaurs existed (for a long time).
[vp V [Placep [Dp Dinosaurs] [piace’ Place \/EXIST]]]
c. Sue is in Barcelona.
[ptacep [Dp Su€] [place’ [Place Place VIN] [pp Barcelona]]]
(65) Unaccusative event of change of state/location
a. The sky cleared (in five minutes):

[vp V [patnp [Dp The sky] [pam Path [placer fopFhe-skyt [place’ Place \/CLEAR]]]]
b. Sue went to Barcelona.

[ve V (= GO) [patrp [Dp Sue€] [patr Path (= 70) [pracer fop—Sti€} [prace’ Place [pp
Barcelonal]]]]]]
(66) Atelic transitive event

a. Sue pushed the car.
[ [pp Sue] [y V [pracep [pp the car] [prace: Place VPUSH]]]]

b. Sue lenghtened the rope (for five minutes).
[ [pp Sue] [ V (= -en) [piacep [pp the rope] [prace Place VLONG]]]]

c. Sue kept the car in the garage.
[ [op Sue] [v v (= keep) [pucer [op the car] [puce [pace Place VIN] [pp the
garage]]]1]

(67) Transitive event of change of state/location

a. The strong winds cleared the sky.
[vp [pp The strong winds] [v* V [pamp [pp the sky] [pan Path fpp-the-sky} [pracer
Place VcLEAR]]]]]

b. Sue shelved the books.
[vp [pp Sue] [v V [pap [Dp the books] [pam Path fpp—the-beeks} [pucer Place
VSHELVE]]]]]

c. Sue put the books on the shelf.

[vp [Dp Sue] [ v (= put) [pamp [pp the books] [pam Path [piacer for-the-boeks] [prace
[place Place YON] [pp the shelf]]]]]]

Some remarks must be made about how these configurations relate to syntactic facts.
First, I follow Hale & Keyser’s (1993f.) or Mateu’s (2002) proposal that unergative
predicates (see (63)a) are underlyingly transitive predicates. Specifically, within the
present proposal unergative verbs like dance correspond to a vP where Compl-v is a
root, and not a DP/NP. The structure of unergative verbs as transitives is forced by the
properties of the system: it is not possible for a functional head to project a specifier
without projecting any complement, since the first DP/root merged with a functional
head must be its complement (and roots are independently ruled out as specifiers for
phonological reasons: see Section 3.3.3). Hence, unergatives must be transitives (that is,
they must feature a complement —a root).”’

On the other hand, unaccusativity (see (64) and (65)) is the absence of a Spec-v.
Unaccusatives may be causativised (transitivised) if a DP merges as specifier, as shown

%7 The same rationale underlies the treatment of particles as “unergative” prepositions. See Section 3.1.4.
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through the contrast between (65)a and (67)a.®® The difference between an unaccusative
structure with PlaceP as Compl-v (64) and one with PathP as Compl-v (65) has to do
with the interpretational difference between a stative predicative relation and a
transition (see Sections 3.2.2 and 3.2.4.2). However, a unifying syntactic phenomenon
for all unaccusatives, hence for both (64) and (65), is the fact that these predicates select
or admit selection of a BE-auxiliary for the perfect tenses in languages like Italian, as
shown below:®

(68) [Italian, Folli 2002:128
a. Il cioccolato ¢ fuso per pochisecondi.
the chocolate is melt.PTCP.PST.M.SG for few seconds
‘The chocolate melted for a few seconds.’
b. I cioccolato ¢ fuso in pochisecondi.
The chocolate  is melt. PTCP.PST.M.SG in few seconds
‘The chocolate melted in a few seconds.’

Finally, observe that the DP at Spec-Place rises to Spec-Path when it is available (for
instance, [pp the sky] in (67)a). This movement, and the semantic interpretation of the
above structures will be discussed in Section 3.2.4.2. In turn, the phonological
interpretation of these structures, here highly abstract, will be discussed in Section 3.3.”

3.1.4 Adjunction of roots to functional heads

Alongside the complement position, roots may appear as adjuncts to the functional
heads. This is what happens in (67)c of Section 3.1.3 above: the root VON is adjoined to
the functional Place head. That the preposition on should involve a root, that is, a non-
relational element, might seem striking at first, but once a strict delimitation between
conceptual and grammatical content is accepted, it must be acknowledged that the
difference between, say, in the box and on the box cannot be of grammatical nature, and
that the choice between both is of the same status as that between The cat is on the mat
and The dog is on the mat (see Section 2.3.2 for the different conditions of Vocabulary
Insertion for I-morphemes and f-morphemes, in these respect).”' Moreover, dissociation

5% The causativisation process might be more productive than is usually realised. For instance, in some
varieties of Iberian Spanish unaccusative caer ‘fall” and quedarse ‘stay’ can be transitivised:
(1) Iberian Spanish

Juan ha caido el agua.

Juan has fallen the  water

‘Juan has dropped the water.’
(il)  Iberian Spanish

Juan ha quedado Ia carpeta  en casa.

Juan has stayed the  folder at home

‘Juan has left the folder at home.’
Similarly, Greek pdo ‘go’, may be also transitive:
(ii1))  Modern Greek

I Dimitra me pige sto stathmo.

the Dimitra me.ACC go.PRF.3SG in_the.ACC  station.ACC

‘Dimitra took me to the station.’
59 If BE-selection in Italian is a reliable diagnostic for unaccusativity, the fact that the same sentence with
the BE-auxiliary licenses an atelic and a telic interpretations is against the view that unaccusatives are
necessarily telic, as argued by Borer (2005b) (see Section 2.2.4).
7 In the representations I have also abstracted away from other movements, for instance movement of the
internal argument for case-reasons (to Spec-v or to Spec-T).
"I My proposal that the spatial value of adpositions is encoded as a root adjoined to the functional element
Place is also in accordance with Baker’s (2003:304, footnote 1) or Svenonius’s (2007) observation that “P
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of prepositions into a functional and a non-functional straightforwardly implements the
well-established idea that particles are intransitive prepositions (see Cappelle 2005:82f.
and references cited therein). In particular, while PPs like on the shelf correspond to
PlaceP structures where the root of the preposition is adjoined to Place and Compl-Place
is a DP (the shelf), particles like on correspond to PlacePs where the root of the
preposition sits directly at Compl-Place. The difference is illustrated below:

(69) An analysis of The books (are) on the shelf

[placep [DP the books] [place’ [prace Place \/ON] [pp the shelf]]
(70) An analysis of on (as in The lights (are) on)

[placer [DP The lights] [piace’ Place VoN]]

Thus, particles (and, as shall be argued in Chapter 4, also verbal prefixes) turn out to be,
specifically, unergative prepositions, as illustrated in (70) (see also Kayne 1985).”

A root can also adjoin to v. Thus, the roots VDANCE and VHAMMER are adjuncts to v in
(71)a and (71)b, respectively:

(71) Root-adjunction to v
a. Sue danced into the room.
[VP [V v \/DANCE] [PathP [DP Sue] [Path’ Path (:tO) [PlaceP {DP‘SH%} [Place’ [Place Place
VIN] [pp the room]]]]]
b. Sue hammered the metal flat.

[vp [pp Sue] [v [v V \/HAMMER] [pap [pp the metal] [pane Path fpp-the-metal
[PlaceP Place \/FLAT]]]]]

is essentially a functional category, despite its association with encyclopedic information” (Svenonius:
2007:65). Actually, Baker himself suggests that “English might have a relatively large number of
prepositions on the surface because it permits relational nouns to conflate <my italics: VAM> into an
abstract P head prior to lexical insertion. This proposal would capture nicely the fact that preposition
seems to be a hybrid category in English, neither clearly functional nor clearly lexical” (Baker 2003:304).
The fact that inventories of adpositions are made up of much fewer elements than those of nouns is, in my
opinion, due to the fact that the spatial relations conveyed by adpositions are much fewer than the entities
conveyed by nouns (although see the abovementioned works for remarks on the cross-linguistic
fluctuation of the size of adpositional inventories). For more discussion on the functional or lexical status
of P see Koopman 1997 or Den Dikken 2003, among others. In relation to this last point, I believe that an
argument can be made in favour of the open-class (i.e., “lexical”; here, “root”) nature of the category of
adpositions focusing on the status this class displays in sign languages. According to Talmy (2009), the
set of spatial relations expressable in these languages, if restricted at all, is much broader than that
available in spoken languages. If, as Talmy suggests, that set is an open one, the question arises why
should adpositions form a closed-class system in spoken languages and an open-class system in sign
languages. However, if one assumes that adpositions involve elements constituting in fact an open-class
system, the difference in their number with respect to the sign/spoken distinction can be accounted
through the different nature of the Saussurean form-concept relationship in either kind of language: very
often iconic in sign languages, and almost always symbolic in spoken languages. While iconic signs need
not be memorised, and can actually be created at the moment of utterance, symbolic signs, due to the
purely conventional nature of the relation between signifiant and signifié, must be memorised. The
reduced number of adpositions in any given spoken language would then turn out to be the result of an
external condition: a memory restriction.

> As we will see in Chapter 3, Section 2.1, particles and, in the case of Latin and other languages,
prefixes, may also receive an analysis where the root of the particle/prefix is an adjunct to Place and
Compl-Place is occupied by an empty category. Ultimately, the right analysis shall depend, in my
opinion, on whether there is an anaphoric interpretation involved or not. I do not see such an
interpretation in The lights are on, but it is arguably available in predicates like He walked in (uttered
after He arrived at the room).
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Root-adjunction to v, which shall be crucial in understanding the data dealt with in this
dissertation, is designed to capture so-called lexical subordination constructions (Levin
& Rapoport 1988), that is, constructions involving a complex event where the main
event is identified with an accompanying co-event. Thus, for instance, in (71)a the
unaccusative event whereby Sue enters the room is accompanied by a subordinate event
of dancing (although the dancing, note, is not linguistically represented as a separate
event, that is, through a separate v head). For similar treatments of lexical subordination
see Embick 2004, McIntyre 2004, Zubizarreta & Oh 2007 and Mateu 2008b, among
others.

3.1.5 A small note on case

I assume that a DP which arrives at Spec-Path receives accusative case if v has a
specifier, although I remain agnostic about the locus of accusative-assignment: it could
be Path (see Borer 2005b:81 for an analogous proposal on her Aspg) or maybe the
transitive v head (Chomsky 1995). Thus, in many cases accusative case is related to an
assignment of a measure role to the object (Tenny 1994), and, hence, to a telic
interpretation of the event; in the next example, telicity is signalled by the delimiting
adverbial paucis diebus:

(72) Latin, Bell. Aft. 25, 2
Cirtam=que oppidum [...] paucis diebus [...]  capit.
Cirta.AcC=and  town.ACC few.ABL.PL  day.ABL.PL  take.PRF.3SG
‘And he conquers the town of Cirta in a few days.’

However, in Latin there are cases of accusative case assigned to quantity DPs which do
not yield telic predicates, that is, to Figure DPs within Path-less vPs:

(73) Latin; Nep. 11, 2

[Veniebant] Multietiam, qui [...] cognoscere studebant [...]
come.IPFV.3PL many also who.NOM.PL get to know.INF be eager.IPFV.3PL
quem tam diu[...] timuissent.

who.AcC so for a long time  fear.PLUPRF.SBJV.3PL
‘Many came, also, who were eager to get to know the one whom they had feared
for such a long time.’

In (73) the accusative quem, object of timuissent, cannot measure out the event, since
the event is atelic, as hallmarked by the durative adverbial diu: PathP is not projected —
see Section 3.2.4.2 for details. Hence, the relation between accusative case and Path is
unidirectional: Path triggers accusative, but not all accusatives rely on the projection of
a PathP.”

As regards nominative, I make the usual assumption that it is assigned to any DP
agreeing with T, whether it comes from Spec-v or Spec-Path. Finally, in Chapter 3,

7 In this sense, Latin does not pattern with Finnish, where objects which do not measure out the event are
assigned partitive case except in stative predicates (Borer 2005b:99f., Kiparsky 1998). Rather, Latin
behaves like many languages (English included) in not making a morphological distinction between
objects which measure out and those which do not measure out, except for some alternations (notably,
involving accusative and dative) which I will not go into (see Pinkster 1995:60f. and Echarte Cossio
1994, among others).
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Section 2.7, I will discuss some issues on the assignment of case to Compl-Place in
Latin.

3.2 The semantics of argument structure: a localist-aspectual approach

3.2.1 Structural and encyclopaedic semantics

An important distinction must be drawn between the semantic interpretation of the
configurations delivered by the syntax, as shown in Section 3.1, and the conceptual
semantics encapsulated within roots. Let us call the former structural semantics,
following Harley & Noyer (2000), and the latter, encyclopaedic semantics, since it must
be listed, for every root, in a storage called Encyclopaedia (Marantz 1995:3). It is the
integration of the encyclopaedic content of the roots with the structural semantics read
off the syntactic configuration what corresponds to the semantic interpretation of the
whole derivation (Marantz 1995:4). These two dimensions of meaning correspond to
compositional and non-compositional meaning, respectively. In particular, I follow
Marantz (1995) in the idea that syntax alone is responsible for the derivation of
compositional meaning (that is, compositional meaning is built up or derived), while the
Encyclopaedia alone is responsible for the storage of non-compositional meaning (that
is, non-compositional meaning is stored and underived). Thus, any object created by the
syntax must bear compositional meaning, although, of course, it embeds minimal pieces
endowed with non-compositional meaning. See Section 3.2.5 for remarks on the locality
constraints on the retrieval of (special) non-compositional meaning.

3.2.2 Interpretation of functional heads and arguments

As was briefly introduced in Section 3.1.2, v is an eventive head, introducing an event
in the structural semantics. This event might be interpreted as externally originated
(brought about) if a DP —the external argument— is merged as Spec-v (see (74)a), and
as non-externally originated if no DP is merged as Spec-v (see (74)b):

(74) Externally vs. non-externally originated events
a. The strongs winds cleared the sky.
b. The sky cleared.

In turn, a causative v is interpreted as a creation/consumption event if its complement is
a root (see (75)a) or a DP (see (75)b), as a transitive atelic event if its complement is a
PlaceP, embedding a root (see (76)a) or a DP (see (76)b) as Compl-Place, and an
externally originated change of state/location event if its complement is a PathP, again,
embedding either a root (see (77)a) or a DP (see (77)b) as Compl-Place:

(75) Creation/consumption event
a. Sue danced.
b. Sue did a dance.
(76) Transitive atelic event
a. Sue pushed the car, Sue lenghtened the rope for five minutes.
b. Sue kept the car in the garage.
(77) Externally originated change of state/location
a. The strong winds cleared the sky, Sue shelved the books.
b. Sue put the books on the shelf.

60



Finally, a v without any specifier is interpreted, if its complement is a PlaceP, as a
stative event (see (78)a) or an atelic unaccusative event (see (78)b). I have also included
the case of unaccusative predicates with a DP as Compl-Place. The most perspicuous
example of such a configuration is simple locative copular sentences like (78)c,
although I doubt that these sentences include a v head: they may turn out to be reducible
to a PlaceP merged directly with T (see footnote 74):

(78) Stative or atelic unaccusative event
a. Dinosaurs existed (for a long time).
b. Die temperatur is 3 uurlang gestegen.
the temperature is 3 hours long  rise.PTCP.PST
c. (Sue is in Barcelona.)

In turn, if the complement of unaccusative v is a PathP, it is interpreted as a non-
externally originated change of state/location, embedding either a root (see (79)a) or a
DP as Compl-Place (see (79)b) (the preposition fo in (79)b is a direct phonological
realisation of Path in English):

(79) Unaccusative event of change of state/location
a. The sky cleared (in five minutes).
b. Sue went to Barcelona.

The adpositional head, p, receives two possible interpretations as a result of
configurational properties. A single p projection is interpreted as PlaceP, which
establishes a predicative relation between two entities. Thus, in The sky cleared (for/in
five minutes) and The sky is clear there is a predicative relation between The sky and the
root VCLEAR. Similarly, in Sue went to Barcelona and Sue is in Barcelona there is a
predicative relation between Sue and (in) Barcelona. If a further p head is merged
taking PlaceP as complement, it is interpreted as Path, introducing the notion of
transition and inducing telicity in the predicate if a quantity DP is internally merged as
its specifier. See Section 3.2.4.2 for more details on situation aspect and argument
structure.

Arguments, be they DPs or roots, are semantically interpreted as a result of the position
they occupy in the structure. This interpretation does not correspond to traditional theta
roles, but it is more abstract in nature. Next I list these interpretations, each one of them
linked to a precise position in the configuration (based, partly, on Acedo-Matellan &
Mateu 2010):

(80) Interpretation of arguments (DPs and roots)

a. Originator: a DP at Spec-v
Sue danced, Sue did a dance, Sue pushed the car, Sue kept the car in the
garage, The strong winds cleared the sky, Sue shelved the books, Sue put the
books on the shelf

b. Incremental Theme: a DP or root at Compl-v
Sue did a dance, Sue danced

c. Figure: a DP at Spec-Place
Dinosaurs existed, The sky cleared, Sue went to Barcelona, Sue is in
Barcelona, Sue put the books on the shelf, Sue pushed the car, Sue kept the car
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in the garage, The strong winds cleared the sky, Sue shelved the books, Sue put
the books on the shelf

d. Central Ground: a DP or root at Compl-Place when no PathP is projected
Dinosaurs existed, Die temperatur is gestegen, Sue is in Barcelona, Sue pushed
the car, Sue kept the car in the garage

e. Terminal Ground: a DP or root at Compl-Place when PathP is projected
Sue went to Barcelona, The sky cleared (in five minutes), The strong winds
cleared the sky, Sue shelved the books, Sue put the books on the shelf

f. Measurer: a DP raised from Spec-Place to Spec-Path
Sue went to Barcelona, The sky cleared (in five minutes), The strong winds
cleared the sky, Sue shelved (the) books, Sue put (the) books on the shelf

g. Manner: a root adjoined to a functional category
Sue danced into the room, Sue hammered the metal flat

These interpretations are in part localistic and in part aspectual, that is, Aktionsart-
related. The notions Figure and Central or Terminal Ground are localistic. The Figure,
in Talmy’s (1975f.) terms, is the entity which is located or moving with respect to some
other entity, which is the Ground. For instance, Sue is a Figure and Barcelona is a
Ground both in Sue went to Barcelona and Sue is in Barcelona. The relation between
Figure and Ground can also be metaphorical, in terms of the predication of some
property: the Figure is an entity to which some property, encoded by the Ground, is
ascribed. Thus, the sky and clear are, respectively, a Figure and a Ground in The sky
cleared in/for five minutes and in The sky is clear.

The Ground, in turn, can be either a Central Ground or a Terminal Ground, a localistic-
aspectual distinction. A Central Ground corresponds to a location/state which is not
presented as a result of a transition, and can correspond to either a static description, as
in The sky is clear or a dynamic atelic description, as in The sky cleared for five
minutes. In the latter sentence the sky is described as acquiring degrees of clearness
without however attaining a pragmatically defined state of clearness. Atelicity, as
absence of a quantised transition (see Section 3.2.4.2), unifies both variants (cf. The sky
has been clear for days), as does BE-selection in the Perfect tense in Italian, which
proves their common unaccusativity (cf. I/ cielo e stato chiaro molti giorni ‘The sky has
been clear for many days’). The static/dynamic difference between both emerges from
the fact that the former involves no v head (hence, no event), as opposed to the latter.
On the other hand, a Terminal Ground corresponds to a final or resulting location/state.
For instance, in Sue went to Barcelona and The sky cleared in five minutes it is entailed
that Sue ends up in Barcelona and that the sky ends up in a pragmatically defined state
of clearness after five minutes.

The Originator, the Incremental Theme and the Measurer are basically event-structural
notions. An Originator is the entity which originates the event, as, for instance, is The
strong winds in The strong winds cleared the sky. An Incremental Theme is an entity
which comes into existence or disappears as the event evolves. For instance, in Sue

™ As is commonly assumed, I take copular BE to be the phonological instantiation of T. Hence, copular
sentences do not have a v head (they are not eventive). However, they integrate a PlaceP where the
predication is codified, and this is why I illustrate Figure and Ground with such sentences as Sue is in
Barcelona and The sky is clear. In this sense there is of course a grammatical difference between stative
copular sentences like The sky is clear and atelic sentences like The sky cleared for several days, based on
the absence vs. presence, respectively, of an event.
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danced, the root \/DANCE, an Incremental Theme, refers to the activity of dancing,
which unfolds along with the event introduced by v. In Sue did a dance, a dance is the
Incremental Theme, with the same interpretation. Last, a Measurer is an entity, encoded
by a DP at Spec-Path, which induces a measure for the transition into a location/state
introduced by PathP. Thus, for instance, in Sue shelved the books in five minutes or The
sky cleared in five minutes, the books and The sky are Measurers (they move to Spec-
Path from their original Spec-Place position, where they are interpreted as Figures) in
that they establish a measure for the events of shelving and clearing. Thus, these events
will be completed (and, hence, measured) as soon as the entities denoted by the
Measurers attain the location/state denoted by PlaceP, that is, when all the books
denoted by the books are shelved and when the whole entity of the sky denoted by The
sky is clear. However, note that I also call Measurer a non-quantity DP like books in Sue
put books on the shelf or Marine life in Marine life swam into the room for hours. In
these predicates there is also a transition encoded by PathP, but since the quantity
conveyed by the object is not definite, telicity cannot arise. See Section 3.2.4.2 for more
details on the relation between Path and (a)telicity and the interpretation and syntax of
the Measurer.

As pointed out in Section 3.1.4, the roots adjoined to functional categories, notably to v,
are interpreted as Manners of the event: they specify the way in which the event
introduced by v is carried out. Thus, in Sue hammered the metal flat, the externally
originated event of change of state (of a metal which becomes flat) is identified with a
hammering activity, since v forms an adjunct structure with root VHAMMER.

I point out, finally, a crucial difference between Mateu’s (2002) theory, and the present
theory, which concerns the interpretation of functional heads (relational heads in
Mateu’s terminology). Recall from Section 2.1.2. that relational heads are endowed with
either a + or a - value, characterising agentivity/non-agentivity (for R), transition/non-
transition (for T) and telicity/atelicity (for r). Recall, also, that within structures
featuring the r relation, two structures were missing in Mateu’s (2002) model:

(81) *[rX...F..[-R[X[+r X]]] (a transitive non-agentive telic event)
(82) *[-T [X [+r X]]] (an unaccusative stative telic event)

I want to claim that to the extent that the present account eliminates (non-
configurational) features in the interpretation of relational heads, the non-existence of
the above combinations is explained away. With respect to (81), since I have not taken
agentivity to be linguistically represented I do not make a difference between +R (Sue
sings: [¢ Sue ... F ... [+R SING]]) and -R (Sue stinks: [¢ Sue ... F ... [-R STINK]]). Thus,
I have no non-existing combination to account for. As regards (82), the +T/-T difference
relates to a dynamic/stative difference. However, I do not encode this difference on the
eventive head. Rather, a dynamic unaccusative predicate, if telic, is endowed with a
double p-projection; if atelic, it is endowed with a single p-projection. On the other
hand, a stative unaccusative predicate, atelic by definition, involves a single p-
projection and the absence of the eventive head v (cf. the discussion on the Central
Ground). In this scenario a configuration equivalent to that in (82) could never be
generated.
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3.2.3 Against root ontologies

Drawing on Acedo-Matellan & Mateu 2010, I argue that roots must be treated on a par
with DP arguments (leaving aside the cases where roots are precluded from some
positions like the specifier position —see Section 3.3.3). That means that roots, as DPs,
receive a particular interpretation depending on their position in the structure. For
instance, a root like VHAMMER may be interpreted as Central Ground (see (83)),
Terminal Ground (see (84)) or Manner (see (85)), depending on the configuration where
it is merged:

(83) Sue hammered the metal for hours.
[ [op Sue] [v V [pracep [pp the metal] [prace Place VHAMMER]]]]

(84) Sue hammered the metal in five minutes.
[ [pp Sue] [y V [pap [pp the metal] [pan' Path fpp—the—metal} [pccp Place
VHAMMER]]]]]

(85) Sue hammered the metal flat.
[VP [DP Sue] [v’ [v A% \/HAMMER] [PathP [DP the metal] [Path’ Path {ert-h%m%t-a-l} [p]acep
Place VFLAT]]]]]

In (83), the root VHAMMER is understood as a Central Ground, since it is embedded in a
single p-projection or PlaceP; as such, it describes a state presented as not final, and,
accordingly, is compatible with an atelic reading of the predicate. In (84), the root is
understood as a Terminal Ground, since it is embedded in a PathP. Therefore, it depicts
a final state, which, accordingly, habilitates a telic interpretation. Finally, in (85) the
root is interpreted as Manner by virtue of its being merged as an adjunct to v: it
specifies the way in which the event, here an externally-originated change of state, takes
place.

Assuming that roots are freely merged as arguments —again, with the proviso that they
are excluded from specifier position— I explicitly reject root ontologies, that is,
classifications of roots according to the possibilities they display to be inserted in the
structure as based on their semantic properties. This position is assumed in works such
as Harley 2005, who proposes that instrument-naming verbs, such as hammer or rake,
involve a root which names an instrument (a hammer, a rake) and that this fact would
preclude the root to be merged in an argumental position within the structure. I claim
instead that if VHAMMER or VRAKE name an instrument that fact clearly belongs to
encyclopaedic semantics and, hence, cannot determine where in the structure the root
can be merged. In turn, the interpretation of the root as instrument or, as has been called
here, Manner, depends on the fact that the root be merged as an adjunct to v (see (85)).”

3.2.4 Aspect and argument structure

3.2.4.1 Two-component theory of aspect

I assume a two-component theory of aspect in the sense of Smith 1991 or MacDonald
2008, among others, a theory that distinguishes between situation or inner aspect and
viewpoint or outer aspect. Situation aspect has to do with properties internal to the event
and, hence, can be related to what has traditionally been called the type of situation or
Aktionsart. Situation aspect is what distinguishes between states (The sky is clear),
activities (Sue danced), achievements (Sue spotted Jane in the crowd) and

7> See Levinson 2007, 2010 for another approach assuming some kind of root ontology.
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accomplishments (The strong winds cleared the sky) (cf. Vendler 1967). In this work I
concentrate on the Aktionsart property of (a)telicity, the property distinguishing events
with an explicit endpoint —telic events— and those without an explicit endpoint —
atelic events (see Section 3.2.4.2).

On the other hand, viewpoint aspect encodes properties external to the eventuality: it is
related to how the eventuality is presented. Specifically, if the viewpoint aspect is
imperfective, only an internal part of the event is asserted; if it is perfective the whole
event is asserted, with initial and final bounds. This can be exemplified with Latin,
where the contrast is marked morphologically:

(86) Latin; Plaut. Merc. 884 and Caes. Gall. 1, 4, 2, apud Pinkster 1995:295 and 299
a. Quo nunc  ibas?
To_where now £0.IPFV.2SG
‘Where were you going to?’
b. Orgetorix [...] suam familiam [...] co-egit.
Orgetorix his.F.ACC.SG household(F)AcC.SG  together-lead.PRF.38G
‘Orgetorix gathered his household.’

The imperfective ibas in (86)a licenses an interpretation where the going event is
visualised from the inside, and is not asserted to have been carried out. By contrast, in
(86)b the perfect form coegit yields an interpretation where the gathering event is seen
as completed.

Situation aspect and viewpoint aspect are independent from each other. Specifically,
telic events can be either imperfective (see (87)a) or perfective (see (87)b), while atelic
events can be also imperfective (see (88)a) or perfective (see (88)b), as shown with the
next Catalan examples, which incorporate the traditional test of temporal in- and for-
adverbials:

(87) Catalan: imperfective and perfective telic predicates
a. En Pol pintava un quadre endues hores.
the Pol paintiPFv.3sG a picture in two hours
‘Pol was painting/used to paint a picture in two hours.’
b. En Pol va pintar un quadre endues hores.
the Pol PFR.3SG paint.INF a picture in two hours
‘Pol painted a picture in two hours.’
(88) Catalan: imperfective and perfective atelic predicates
a. En Pol ballava durant hores (cada  dia).
the Pol dance.lPFv.3SG during hours every day
‘Pol used to dance for hours everyday.’
b. En Pol va ballar durant hores.
the Pol PFR.3SG dance.INF during hours
‘Pol danced during hours.’

Finally, situation aspect is linked to properties traditionally called lexical (i.e., related to
particular verbs or verb classes), while viewpoint aspect is usually highly
grammaticalised, and expressed through inflectional morphology (that is, morphology
which enters into paradigms). In this dissertation, where the term lexical could only
refer to idiosyncratic, non-grammatical properties of roots, the distinction between
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situation aspect and viewpoint aspect is structural: situation aspect is encoded within the
vP, as shall be specified in Section 3.2.4.2, while viewpoint aspect is encoded above the
vP, maybe at an aspectual head, Asp, situated between v and T (see, for instance,
Demirdache & Uribe-Extebarria 2004).

3.2.4.2 The computation of situation aspect

I argue for a certain relation between argument structure and situation aspect. Drawing
partly on Borer’s (2005b) account, I take telicity to emerge from a certain configuration
involving the projection of a vP-internal PathP.” This projection yields the
interpretation of a bounded transition, with a resulting location/state, the Terminal
Ground, which is taken as the endpoint for the telic eventuality. However, a PathP,
though forcing the interpretation of a transition, is not enough to yield a telic
interpretation: a DP with the relevant quantificational properties, a quantity DP, in
Borer’s (2005b) terms, is what licenses that interpretation (Verkuyl 1972, 1993). The
DP must have a quantity interpretation (see Section 2.2.2) in order for the event to be
measured out (Tenny 1994, Borer 2005b) and, hence, to be telic. Consider the following
example:”’

(89) Sue put {the books/books/paper} on the shelf.
[v» [pp Sue] [y v (= put) [pamp [pp (the) books/paper] [pam’ Path [placer fop—the)
beeks#pﬁﬁ%r—} [Place’ [Place Place \/ON] [DP the Shelf_l]]]]]

The Path head, when PathP is sister to v, triggers movement of the nearest DP in its c-
command domain, usually the Figure DP at Spec-Place. However, as shall be argued in
Chapter 3, Section 3.2.2, the Ground moves to Spec-Path when the Figure is not
present. It is at this position where the Figure or Ground DP is interpreted as a Measurer
for the event. Hence, there is a dissociation of the Measurer interpretation and of the
Figure/Ground interpretation, as shown by the next examples:

(90) Figure vs. Ground DP as the Measurer
a. Pour the water out of the bucket in three minutes.
b. Pour the bucket out in three minutes.

This dissociation motivates providing different structural positions for the Measurer, the
Figure and the Ground, and to posit movement to Spec-Path to explain why a single DP
can be simultaneously interpreted as Figure and Measurer or as Ground and Measurer.

Mainly three possibilities arise as to the type of DP internally merged as Measurer and
the type of inner-aspectual interpretation yielded in conjunction with PathP: that the DP
be a quantity description (the books, some books, three books, etc.), a bare plural
(books) or a mass DP (paper):

7® But see Section 2.2.4 for evidence that there are instances of telicity which are not grammatically
represented.

77 Path is of course not completely equivalent to Borer’s (2005b) Aspq: on the one hand, AspqP, though
entailing a measured change, does not entail the interpretation of a final location/state —recall that
Borer’s (2005b) theory is not in the least localistic. On the other hand, Borer contends that although in
some languages the only way to license Aspq is by merging a DP conveying a definite quantity as its
specifier, in some other languages/constructions Aspq is argued to be licensed independently, through
particles, for example (see Borer 2005b, Chapters 6 and 7).
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(91) Different kinds of Measurers (Spec-Path)
a. Sue put {the/some/three books} on the shelf in ten minutes.
b. Sue put books on the shelf {for ten minutes/in five seconds}.
c. Sue put paper on the shelf for/*in ten minutes.

When a quantity DP is merged as Measurer, it licenses a telic interpretation of the event.
For instance, in (91)a a quantity of books which qualifies as quantity (the books or three
books is neither cumulative nor divisive; some books, on the other hand, is cumulative
but is not divisive) is asserted to have been put on the shelf, and the event is over (in ten
minutes) when all the books are on the shelf. When a bare plural is merged as Measurer,
two interpretations may emerge: an atelic one, which depends on the fact that there is no
definite number of elements (books, in (91)b), and a telic one, called by MacDonald
(2008:45) Sequence of Similar Events interpretation, which hangs on the fact that the
transition codified by PathP may be measured out by each book. Thus, in (91)b the telic
interpretation involves an indefinite number of telic events of putting each book on the
shelf in five seconds. Finally, when a mass DP is merged as Measurer, since it
corresponds to an indefinite quantity and although the transition codified by PathP is
entailed to take place, the whole event cannot be measured out. For example in (91)c
some paper is entailed to end up on the shelf: in other words, (91)c cannot mean that the
amount of paper is moved towards the shelf by Sue for ten minutes without ever
reaching the shelf. However, since the amount of paper is not quantity, the event cannot
be measured out and atelicity arises.

Telicity seems to be licensed also when a quantity DP is merged as Incremental Theme,
at Compl-v (see (92)a). However, an Incremental Theme DP may also license an atelic
reading (see (92)b):

(92) (A)telicity with Incremental Themes
a. Sue ate the peanuts in five minutes.
b. Sue did a dance for an hour.

Since the bulk of data in this dissertation does not have to do with Incremental Theme
predicates, I leave the puzzle of (92) at that (but see below; see also Ramchand 2008).

Atelicity can be claimed to emerge from a greater variety of situations in comparison to
telicity. First, Incremental Theme predicates license an atelic interpretation, when they
are roots (see (93)a; but see footnote 76), quantity DPs (see (93)b), bare plurals (see
(93)c) or mass DPs (see (93)d):

(93) Atelicity with Incremental Themes
a. Sue danced for an hour.
b. Sue did a dance for an hour.
c¢. Sue did dances for an hour.
d. Sue ate bread for an hour.

Predicates with a single p-projection, PlaceP, and, hence, a Central Ground, are atelic,
since they cannot present the location/state as final or resulting. This atelicity obtains
independently of the quantificational properties of the DP merged as Spec-Place (see
(94)c):
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(94) Atelicity with Central Grounds
a. Sue has been in Barcelona for a day.
b. The sky cleared for five minutes.
c. Sue lengthened the rope/ropes/rope for five minutes.

A PathP which is sister to v may license an atelic interpretation of three kinds. The first
one has already been pointed out through (91)b and (91)c: a non-quantity Measurer
(books, paper) yields an atelic interpretation in which the transition encoded by PathP is
entailed to have been partly carried out but, since the quantity denoted by the DP is not
definite, the transition corresponding to the whole event cannot be calculated and,
hence, the event cannot be telic. On the other hand, PathPs structures may yield an atelic
interpretation by virtue of their embedding a PlaceP, which, as has been shown above,
always licenses this kind of aspectual interpretations. In particular, a PlaceP embedded
within a PathP may license an interpretation in which the resultant location/state is
measured through the for-temporal adverbial:

(95) Atelicity emerging from the resulting location/state
a. MacDonald 2008:72
George shelved the book for an hour.
b. Sue came down for a moment.
c. The sky cleared for a whole day.

In (95)a the book is entailed to remain on the shelf for an hour after it has been put
there, in (95)b Sue stays for a moment after she has come down and in (95)c the sky
remains clear for a whole day after it has cleared. Note that (95)c is not to be mistaken
with (94)b, where no PathP projects and, hence, there is no entailment of a resulting
state.

Finally, an atelic interpretation of PathP structures is related to cases such as the
following one:

(96) MacDonald 2008:72
George shelved the book for an hour.

The relevant interpretation here is called by MacDonald (2008:41) Sequence of
Identical Events interpretation: for an hour long a succession of identical events of
shelving the same book is entailed to have been carried out by George.

To conclude the section, I would like to return now to the mechanism via which Path
raises the nearest DP in its c-command domain to Spec-Path. Note that the condition for
Path to behave in such a way, that is, as a probe in search for a goal, is that PathP be a
sister to v. The probing powers of Path in search of a Measurer DP are claimed to
depend, therefore, on the presence of v. This parallels Chomsky’s (2008) proposal on
the primordial role of C in relation with T: C is the phase head, and the (real) probe, and
T is a repository of the ¢-features contained in C, through which C triggers movement
of a DP to Spec-T. The intuition behind the proposal for v and Path is quite transparent:
Path only introduces a transition if the phrase it heads is a sister to v. There are clear
empirical reasons for this, as presented in Chapter 3, Sections 3.1.1 and 3.1.2, and
Chapter 4, Section 3.4: a PathP which is external to vP does not trigger telicity;
morphologically, it does not trigger Path-prefixation to v in Latin and Slavic. A PathP
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which is sister to v triggers telicity (if a quantity DP is merged at Spec-Path, as
described above) and prefixation in Latin and Slavic. I shall not pursue the technical
implementation of such a proposal, in terms of feature inheritance or otherwise, but I
note that the vP-internal/external nature of PathP shall become particularly relevant in
the discussion on the relation between atelicity and prefixation in Latin and Slavic in
Chapter 4, Section 3.4.

3.2.5 Phase theory and semantic interpretation: locality domains for special meaning

With Marantz (1995, 1997, 2000, 2008), I strongly claim that the special meaning
ascribed to either word-sized units (semantically idiosyncratic combination of
morphemes) or bigger units (semantically idiosyncratic combination of morphemes),
must boil down to contextually-determined special meaning for roots, and that those
special meanings, as any non-compositional meaning, is listed in the Encyclopaedia.
Indeed, on the one hand, the Encyclopaedia cannot store chunks of structure, since,
from a strictly derivational point of view, structure cannot be stored (see Section 1.2.1
for a critique of the I-/s-syntax difference within the same spirit); on the other hand,
structure cannot carry special meaning, since it depends uniquely on functional heads,
whose semantic interpretation is determined by features provided by UG. In particular,
the Encyclopaedic entry of a given root may list a special meaning of that root
providing the context within which that meaning is triggered. Crucially, though, the
context is a local domain: the phase.

Latin prefixed verbs provide an example of how the phase delimits a domain where
special meaning of roots can be triggered. In particular, prefixed verbs in Latin are well
known to show idiosyncratic meanings presumably not derived from the sum of the
parts (the prefix and the verb).”® Thus, for instance, the verb occurro, literally “against-
run”, is found with the fairly transparent meaning of ‘run to meet, meet after a run’,
derived from curro ‘run’ and ob ‘against, in front of, facing’ (see (97)a); however, it
also licenses the special meaning ‘present itself, occur’ (see (97)b):

(97) Latin, Caes. Gall. 2, 27, 1 and Cic. Orat. 115

a. Ut[...] calones [...] etiam inermes
that soldier’s_servant.NOM.PL  even unarmed.NOM.PL
armatis oc-currerent.

armed.DAT.PL  against-run.IPFV.SBJV.3PL
‘That the soldiers’ servants, although unarmed, ran against the armed men.’

b. Haec tenenda sunt oratori —saepe
this.ACC.N.PL hold.PTCP.FUT.PASS.ACC.N.PL  be.3PL orator.DAT  often
enim  oc-currunt.
since  against-run.3PL
‘These things shall have to be regarded by the orator, since they often present
themselves.’

In Chapter 3 I will argue that predicates headed by verbs like occurro correspond to a
non-externally originated change of location/state. For instance, (97)a is analysed as
follows:

78 This is a claim made also for prefixes in the Slavic languages, particularly for so-called internal
prefixes, merged, by assumption, within the vP. See Chapter 4, Section 2.2 for relevant examples and
references.
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(98) An analysis of (97)a
v [v v NCURR] [put [op calones] [pun Path [piaccr fop-ealones} [pice [pace Place
VoB] [pp armatis]]]]]

The semantic transparency of (97)a is reflected on the analysis of (98): the PlaceP ob
armatis ‘against the unarmed men, in front of the unarmed men’ is interpreted as a
Terminal Ground, since it forms a PlaceP embedded within a PathP structure: it depicts
the final location of the Figure calones (note that 0ob ends up prefixed to the verb —see
Section 3.3.4). The Figure calones rises to Spec-Path, where it is interpreted as a
Measurer for the event: the event is over when all the calones end up in front of the
unarmed men (armatis). The predicate is unaccusative, since there is no DP at Spec-v.
To v is adjoined the root VCURR, which specifies the way in which the change of
location takes place (running). On the other hand, (97)b is not less transparent than
(97)a, and it receives a similar analysis:

(99) An analysis of (97)b
[vp [v V VCURR] [patp [pp haec] [pam Path [placer for-haee} [prace Place VOB]]]]

I claim that the structural semantics of occurro in (97)b is the very same as that of
occurro in (97)a. It could not be otherwise, since the meaning of syntactic configuration
simply cannot be overriden. Both describe a telic change of state/location. In (97)b the
root VOB is directly interpreted as Terminal Ground, since it sits at Compl-Place.
However, since the roots \CURR and VOB find themselves within the same local domain
for interpretation, the vP, they can trigger special meanings for each other. In particular,
I propose that the Encyclopaedic entries of both VCURR and VOB specify that a special
metaphorical meaning may be triggered in the presence of each other. Possibly VCURR is
bleached out into conveying something like suddenness, while YoB is reduced to a
deictic marker. The Encyclopaedia need not specify the extension of the domain within
which that special meaning may be triggered: that is provided by the syntax.
Specifically, both roots are “visible” to each other if and only if they fall within the
same phase, here the vP, by assumption.

3.3 The syntax-morphophonology interface

I adopt the DM view that the morphophonological dimension of linguistic expressions
is construed on the basis of a previously built syntactic representation, and that these
two representations are, by default, isomorphic (Embick & Noyer 2007). However, they
are not always isomorphic. In particular, words are phonological units, and may
correspond to stretches of more than one syntactic atom (node). The PF branch of
grammar consists of a series of operations which may generatee the mentioned lack of
isomorphism between the morphophonological representation and the syntactic
representation delivered at LF. In this dissertation the strong position is adopted that
cross-linguistic (and intra-linguistic) variation is to be seen as the possibility of mapping
one LF to different PF representations, depending on the language. In that sense, it is
accounted for exclusively on the grounds of language-specific morphophonological
properties of the nodes, responsible for the triggering of a series of post-syntactic
operations.

3.3.1 Words and structure. Cross-linguistic variation

It is often taken for granted that words, as units which can be pronounced in isolation,
are the atoms of syntactic computation. But the most superficial look at the relation
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between so defined phonological words and the units assumed as syntactic atoms tells
otherwise. For instance, as shown in (100), the Latin conjunction -gue ‘and’ encliticises
to the word on its right and triggers stress shift, revealing that the whole string is
behaving like a phonological word:

(100) Latin; Nespor & Vogel 1986:146, apud Julien 2002:19
virum ['wi:rum] / virum=que [wi: rumk™e]
man.ACC.SG man.ACC.SG=and

Thus, virumque behaves prosodically in exactly the same way as any other word of
more than two syllables where the penultimate syllable is heavy. However, on no sound
syntactic account could -que and the host be analysed as one and the same syntactic
atom. Out of the domain of clitics, situations exist where arguably the same components
can be found within a phonological word or distributed in different phonological words,
depending on the context, as the ones underlined in the following pairs of sentences:

(101) Marantz 2001, apud Newell 2008:10
a. John cried.
b. Did John cry?

(102) Marantz 2001, apud Newell 2008:10
a. John is bigger.
b. John is more intelligent.

(103) Marantz 2001, apud Newell 2008:10

a. John took a leap.
b. John leapt.

These are some of the very numerous cases of the indirect relation between words and
syntactic atoms. In this vein, I defend the view that phrases interact syntactically and
semantically with sub-word units. As was shown in Section 3.1.3, DPs and roots may
both occupy argumental positions in the structure. Observe the predicates in (104): they
are argued to correspond to the same configuration and, hence, to yield the same
structural semantics:

(104) Latin and English
a. Marcus ex-iit.
Marcus out-go.PRF.3SG
‘Marcus went out.’
b. Marcus went out.

[wo V (= i/GO) [pamp [pp Marcus] [pan Path [pracer for—Marens} [pracer Place
VEX/NouT]]]]

Specifically, the same predicative relation is claimed to hold between the unaccusative
subject Marcus and the locative pieces ex- and out. However, the morphophonological
packaging of the material is different in (104)a and (104)b: while the sequence ex- ends
up prefixed to the verb in Latin, its English counterpart out remains an independent
word in English. These facts support a view where words are the result of a variety of
packaging mechanisms at PF operating on the representation yielded by the syntax.
Since the application of these mechanisms responds to phonological properties of the
nodes, cross-linguistic variation must be reduced to how those nodes are phonologically
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specified. In the remainder of Section 3.3 I discuss how the operations at PF bring about
the final phonological representation of the linguistic expression.

3.3.2 Vocabulary insertion. Non-uniform insertion

One of the tenets of DM is that the phonological information is not present during
syntactic computation: this information is lately inserted after Spell-Out, the moment
where the representation is shipped off to the interfaces. That this is desirable for
functional material is proved by the fact that the phonological shape of functional heads
is highly sensitive to syntactic properties (see the seminal work of Bonet 1991 for
Catalan pronominal clitics) and that the formal variation is sometimes too dramatic to
be handled with readjustment rules operating on early inserted material (as is the case
with suppletive allomorphy). Here I will also adopt the hypothesis that at least some
heads receive their phonological matrix at PF and that this process is highly sensitive to
the syntactic context where they are inserted. For instance, the Path head in English
receives the phonological specification o when Compl-Place is a DP, as in the sequence
into the room. This could be roughly formalised through the next Vocabulary Item:

(105) to = Path / [Place [DP]]]

When this syntactic condition is not met, Path remains without a matrix. This is what
happens in the predicate The sky cleared, which, as assumed here, involves a PathP (see
Section 3.1.3). However, Path here is not realised as fo, since Compl-Place is a root
(VCLEAR) and not a DP. Similarly, the v head is realised as go/wen(-f) when it takes a
PathP as complement and Compl-Place is a DP, as in She went into the room. But if
Compl-Place is a root, v does not undergo Vocabulary Insertion. Instead, it will receive
a phonological matrix from some other lower node, by conflation (see Sections 3.3.3
and 3.3.6), since all nodes must end up receiving a phonological specification.”

It has been debated whether roots are also subject to Late Insertion. Embick (2000)
provides evidence from Latin that roots should be early inserted, that is, that the choice
of root should be made during the syntactic computation. In particular, Embick (2000)
shows that the choice of root for Latin verbs determines aspects of their morphosyntax
in the perfect tenses: while the majority of verbs present synthetic forms for the Perfect
(see (106)a), so-called deponent verbs, that is, verbs which are morphologically passive
notwithstanding their active interpretation, present analytic forms for that tense,

composed of a past participle (agreeing in @-features with the subject) and a form of the
verb sum ‘be’ (see (106)b):

(106) Latin
a. amo ‘Ilove’ / amavi ‘I have loved, I loved’
b. hortor ‘1 order’ / hortatus sum ‘I (masc.) have ordered, I ordered’

Embick (2000) further demonstrates that deponency is orthogonal to argument structure
and lexical semantics. Thus, for instance, hortor, in spite of its exclusively passive
morphology, appears in both transitive (see (107)a) and passive sentences (see (107)b):

7 This is not to say that there cannot be nodes with a null phonological matrix: PF can interpret null
matrixes, as PRO or pro, for instance. Crucially, then, we must distinguish between an empty
phonological matrix and the absence of a matrix.
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(107) Latin, Caes. Civ. 3, 109, 3 and Prisc. Gramm. [I-1I, 8 (apud Embick 2000:194)

a. Regem=que hortatus est, ut[...] legatos.
king.Acc.sG=and  order.PRF.33G.M that ambassador.ACC.PL
ad Achillam mitteret.

to Achilla.Acc  send.IPFV.SBJV.3SG

‘And he ordered the king to send ambassadors to Achilla.’
b. Ab amicis hortare-tur.

by friend.ABL.PL  urge-IPFV.SBJV-PASS.3SG

‘He was urged by friends.’

Embick concludes that deponency is an idiosyncratic property, and that, therefore, it
must be “arbitrarily associated” with certain roots. Since the synthetic/analytic
distinction within the Perfect tense can be argued to respond to a distinction in syntactic
configuration related to movement of the Asp(ect) head to T, that idiosyncratic property
has to be present in the computation, and the root is necessarily early inserted.*

I believe that there are still other reasons to assume that roots are early inserted, that is,
that the choice of root is made before the derivation is shipped off to the interfaces.
Importantly, it is the only way to preserve an inverted Y model of grammar. Indeed, if
roots are inserted into blank I-morpheme nodes after syntax, at PF, how could the
semantic interpretation access it, since it constitutes an independent branch? In order for
the non-compositional meaning of roots to be integrated within the structural semantics
emerging from the syntactic configuration the choice of particular roots must have been
made before. This position also derives the fact that, as mentioned above, formal
variation of roots never reaches the degree of formal variation shown by functional
material.*' This suggests that Vocabulary Insertion, involving the competition of forms
which are not necessarily similar (cf., for instance, -s vs. -i vs. -a for plural: elephant-s,
stimul-i, curricul-a), is probably not the mechanism responsible for the insertion of
roots.”

3.3.3 Conflation

Conflation was proposed by Hale & Keyser (1993) as a mechanism to eliminate empty
matrixes at PF. In practice, then, conflation is a way to account for the mentioned lack
of homomorphism between the syntactic representation and the phonological
representation. In particular, it accounts for the fact that one and the same unanalysable
phonological unit may correspond to different nodes of the syntactic configuration. For
instance, and within the framework adopted here, in a sentence like The strong winds
cleared the sky, the unanalysable unit clear- corresponds to the following syntactic
nodes: Compl-Place, Place, Path and v. This is shown in (108) where conflation is
represented through a single dash between the “landing site” and the conflatee and
where all the copies except the one actually pronounced (the highest) have been striked
through:

% Embick (2000) suggests that a theory where at least the roots of deponent verbs are early inserted is
better suited in accounting for the syntax of the Latin Perfect; however, he surmises that maybe other
roots need not be early inserted. He points out that a scenario with Early Insertion for roots and Late
Insertion for functional material is already envisioned by Halle (1990).

¥ Marantz (1995) proposes that true suppletion occurs only for f-morphemes. This derives the fact that
light verbs such as go, with tense-determined suppletion (I go/wen-t), cannot be roots.

82 See also Borer 2005a: footnote 6 for the conclusion, arrived at from different considerations, that the
phonological specification of roots must be present in syntax.
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(108) [vp [pp The strong winds] [ v-VCLEAR [pamp [pp the sky] [path’ Path-VELEAR fpp-the
sky] [placep Place-Verear Nerear]]]]]

Hale and Keyser have discussed in different works whether conflation should be an
instance of incorporation a la Baker, that is, of head movement. If it were, it should
comply with the Head Movement Constraint (HMC), proposed by Travis (1984):

(109) Head Movement Constraint; Travis 1984:131
An X” may only move into the Y° which properly governs it.

As it stands, the HMC allows for a head Y° of a phrase YP located in the specifier
position of another phrase ZP to move up and adjoin to the head X" sister to ZP. The
allowance for head movement stems from the fact that in such a configuration X° would
properly govern Y'. (110) illustrates:

(110) Head movement from a specifier respects the HMC

This is a welcome effect in the case of classical incorporation, provided that
incorporation from specifier happens to be attested (Hale & Keyser 2002:52-57).%
However, as far as we know, there are no examples of conflation taking as a source the
specifier position. In particular, there are no verbs whose root could be claimed to be
originated in a specifier. Such predicates would look like the following:

(111) Hale & Keyser 2002:57
a. Japanangka spears straight # “Japanangka straightens spears”.
b. The north wind skies clear # “The north wind clears the sky”.

Whatever the interpretations of the above predicates turn out to be, they cannot be the
ones on the right, since they involve verbs where a specifier —of an adjectival
projection in Hale & Keyser’s (2002:57) case and of an adpositional projection, PathP,
in our case— has been conflated into them. For instance in (111)a, spear, understood as
the subject of the straightening event, has been conflated into v. Therefore, while the
HMC is powerful enough to restrain incorporation, it is not powerful enough to restrain
conflation. This is what compels Hale & Keyser (2002:59) to propose that the heads
entering into a conflation relation must hold a strict complementation relation:

% Hale & Keyser (1992:111f.), basing on Mithun 1984 and Baker 1988, contend that conflation could be
incorporation precisely because incorporation does not involve movement from specifier position. In Hale
& Keyser 2002, however, they present evidence from Hopi that incorporation from specifier position is
possible, specifically, incorporation of the inner subject of a causativised verb into the matrix causative
verb.
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(112) Hale & Keyser 2002:59
A head X is the strict complement of a head Y iff Y is in a mutual c-command
(i.e., sister) relation with the maximal categorial projection of X.

The principle in (112) straightforwardly rules out conflation from a specifier position,
given that the head of a specifier of any projection is not in a strict complementation
relation with the head sister to that projection (see (110)). Finally, also in Hale &
Keyser (2002:60f.) they abandon (112) and propose a different analysis based on the
idea that conflation is “concomitant to Merge”, that is, that it is intrinsically related to
the basic operation of the computational system. In particular, they propose that each
node H of the configuration is endowed, as part of its label, with a p-signature, a token
for the phonological matrix to be retrieved later (Hale & Keyser (2002:78) embrace
Late Insertion). If H projects, the label of the new syntactic object HP inherits H’s p-
signature, if it is not defective. If it is defective, H gains the p-signature of its sister and
the label of HP will feature that p-signature also. However, it is not clear whether the
claim that conflation is concomitant to Merge may rule out the scenario in (110), that is,
conflation from the specifier: observe that merging a specifier onto the derivation is also
carried out through Merge.* Hence, with no other proviso in mind, it is not impossible
to imagine a situation where an XP bearing a non-defective p-signature is merged as a
specifier onto a YP with a defective p-signature. That would produce a YP with the p-
signature of XP in the label. This theory of conflation as concomitant to Merge is
assumed by Harley (2004), who, on the other hand, proposes to apply it to head
movement in general, in order to derive the effect that head movement should be
phonological.** However, she does not address the problem related to specifiers which I
am pointing out here.

In this work I will adopt the theory of conflation as concomitant to Merge put forth by
Hale & Keyser (2002:60f.) and Harley (2004).*® I assume, therefore, that where
conflation is to apply is already decided at syntax, before PF. However, it is at PF where
conflation applies, deriving the surface shape of linguistic expressions. Specifically, I
take this operation to be a kind of repairing strategy: it furnishes phonological matrixes
to those nodes which have not met the contextual conditions to receive one through
Vocabulary Insertion. In order to understand how conflation works, and to derive the
fact that conflation never applies from a specifier, I have to make certain assumptions
about the nature of roots, since conflation is the process whereby the phonological
matrix of a root is transmitted to another node. In particular I will be assuming the
following:

¥ However, it has been argued that specifiers are merged, as adjuncts, through pair-Merge, and not set-
Merge (Chomsky 2001). Thus, a quite plausible alternative account of the lack of conflation from
specifiers could be developed involving the fact that they merge in a fashion different from that of
complements: conflation would operate only from set-merged objects. Another plausible avenue of
research, actually developed by Mateu & Espinal (2010) is the idea that roots, lacking all functional
structure, cannot be proper subjects and are, therefore, banned from specifier position.

¥ Cf. Chomsky 1995; see Acedo-Matellan & Fortuny-Andreu 2006:155f. for relevant discussion.

% However, I do not want to commit myself thereby to a translation of all instances of head movement to
conflation, as proposed by Harley (2004).

75



(113) Roots always have a non-defective (null or not) phonological matrix (only
functional heads may have a defective phonological matrix).*’

(114) Non-conflated roots are not PF-interpretable (roots must conflate into some
(functional) node).

With (113) and (114), and assuming Hale & Keyser’s (2002:60f.) definition of
conflation as concomitant to Merge, there is no need to appeal to the strict
complementation relation in (112) to preclude conflation from a specifier. In fact,
conflation from a specifier does not have to be precluded: it simply cannot happen, as I
try to explain now. Consider the next representations:

(115)
a. YP [xp X VROOT]
b. YP [xp X ZP]

My point is that the phonological matrix of XP, to which YP is merged as specifier,
cannot be defective. In both (115)a and (115)b, it depends on the phonological matrix of
X and, if this is defective, on the phonological matrix of X plus that of Comp-X. In the
case of (115)a, the phonological matrix of XP coincides either with that of X or with
that of X plus that of the root (= Compl-X). Since the phonological matrixes of roots are
never defective, by (113), we conclude that in (115)a the phonological matrix of XP
cannot be defective (whether or not that of X is defective). But the same conclusion is
reached for (115)b: ZP cannot have a defective phonological matrix, since its derivation
has to involve a root at first merge. Hence, for both (115)a and (115)b, YP cannot
contribute its phonological matrix to the phrase, since XP can never have a defective
phonological matrix, and it is XP which transmits its phonological matrix to the upper
node. Thus, a specifier never has a chance of transmitting its own phonological matrix.
On the other hand, (114) guarantees that a root cannot be merged as a specifier: if it
does it cannot conflate, and shall not be PF-licensed, with the derivation crashing. See
Section 3.3.6 for illustration of how conflation is integrated with the other
morphophonological operations.

I point out, last, that the results of conflation, thus envisioned, are not far away from
those of phrasal spell-out, as defined within the nanosyntactic framework (Starke
2009). In phrasal spell-out a single stored morpheme (in my terms, the phonological
matrix of a root) ends up spanning several (feature-sized) nodes. However, in contrast
with nanosyntax, I don’t take lexical items (at least roots) to be stored chunks of
structure to be inserted into a stretch of nodes at Spell-Out; rather, there is a semantic
motivation for locating the root contributing the relevant phonological matrix at a given
node (for instance, a root being interpreted as a Ground is located at Compl-Place), and
a syntactic motivation (conflation as concomitant to Merge) for positing that it applies
in a regular fashion from head to head. Moreover, to the extent that those morphemic
chunks of structure are completely idiosyncratic for every language and that there is no
language-related restrictions on their make-up, well-established generalisations on
certain “lexical” patterns are lost: for instance, the one stating that in Romance (see

¥7 Roots may sometimes be marked as +affixal, and, therefore, must end up prefixed onto some other
node —see Chapter 4, Section 4.2 for a proposal that some roots in Germanic languages are +affixal, like
English out in so called out-prefixation (cf. John outran the bus). However, affixhood is not to be
confused with phonological defectivity.
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(116)), but not in English (see (117)), a single root must always “span” v, Path and
Place (except in cases where v corresponds to a Vocabulary Item, as in go-predicates)

(116) Spanish
a. Los fuertes vientos aclararon el cielo.
the strong winds cleared the sky
[VACLAR spans v, Path and Place]
b. *Los fuertes vientos soplaronel cielo claro.
the strong winds blew the sky clear
[VsopL would span v, VCLEAR would span Path and Place]
(117)
a. The strong winds cleared the sky.
[VCLEAR spans v, Path and Place]
b. The strong winds blew the sky clear.
[VBLEW spans v, VCLEAR spans Path and Place]

See Section 3.3.6 and Chapter 3, Section 1.5.2 for the particular morphophonological
reasons why predicates like (116)b are not possible in Romance, independently of the
roots inserted.

3.3.4 Affixation

Conflation cannot be mistaken with affixation: while conflation yields the effect of an
agglutinative morph, that is, an indivisible phonological unit corresponding to more
than one meaning units, affixation brings together different (agglutinative or not)
morphemes. The distinction between conflation and affixation is illustrated by the
different phonological treatment of the Path in the following constructions:

(118) Catalan and Latin
a. En Joan eixi.
the Joan go out.PRF.3SG
‘Joan went out.’

[Vp V—\/EIX [pathp [Dp En Joan] [Path’ Path—#E—I% [PlaceP {gp%ﬂﬁleaﬂ} [Place’ Place-
Alere MEr]]]]

b. Joan ex-iit.
Joan out-go.PRF.3SG
‘Joan went out.’
[\p Path-NEX-v (= i) [pamp [pp JOan] [pan Path-VEX [placep forJo0an} [prace Place-
Nex Jex]]]]

In (118)a the phonological matrix of the root merged as Compl-Place, VEIX, is
transmitted by conflation successively into Place, Path and, finally into v.** The result is
that there is a single phonological representation for these three functional heads. In
(118)b, by contrast, conflation operates up to Path. It cannot operate further since v is
directly realised, by Vocabulary Insertion, as /i/. However, in some languages like Latin
the Path head gets affixed onto the v head. Hence, it ends up forming one and the same
(phonological) word with it. Crucially, however, there are two distinct phonological
units, ex and i, the former corresponding to the heads Place and Path, the latter

¥ In Sections 3.3.5 and 3.3.6 we will see that v and Path end up being one and the same head in
Romance, independently of their final phonological realisation.
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corresponding to a raw v with “go” semantics. This distinction between conflation and
affixation shall be crucial in the course of the dissertation to understand the difference
betwen Catalan-like languages, where Path and v are always represented by one and the
same phonological matrix, and Latin-like languages, where Path and v may be
represented through different phonological matrixes but where they form one and the
same (phonological) word.

In Section 3.3.6 I will propose that the affixation process illustrated in (118)b is in fact
an instance of the operation Lowering, proposed by Embick & Noyer (1999, 2001) —
see Section 2.3.4—, so the PF-derivation of predicates like (118)b will end up looking
quite different.

3.3.5 Operations affecting nodes before Vocabulary Insertion: Lowering and Fusion

I will appeal to the two post-syntactic operations referred to in Section 2.3.4: Lowering
and Fusion. As was mentioned there, these operations apply to nodes before Vocabulary
Insertion (see Section 3.3.6). Lowering takes a head and lowers it to the head of its
complement:

(119) Lowering of X’ to Y'; Embick & Noyer 2001:561
[XP XO [YP YO ]] = [Xp [YP [YO YO+XO] ]]

Crucially, Lowering creates a complex head out of two heads. Fusion, on the other
hand, takes two single sister heads and creates a novel single head out of them:

(120) Fusion
[x X+Y] = Zx+y

Fusion can be fed either by syntactic head movement (if it turns out to exist) or (PF)
Lowering. Crucially, the head resulting from a Fusion process retains the features of the
fused heads (Halle & Marantz 1993:116).

Lowering and Fusion can be illustrated, within the domain of argument structure, with
Romance predicates containing a Path head. In particular, I take v and Path in Romance
to fuse together into a single head after v has been lowered to Path. The resulting simple
head is then submitted to Vocabulary Insertion and conflation. Thus, the derivation of a
predicate like Catalan En Joan eixi ‘Joan went out’ is not exactly the one described in
(118)a above. Rather, it looks like the one in (121):

(121) Catalan,; PF-derivation of En Joan eixi
a. Structure delivered by syntax

[VP v [PathP {DP‘E‘H_J'Q&H} [Path’ Path [PlaceP {DP‘EH—JG&H} [Place’ Place \/EIX]]]]
b. v-to-Path Lowering

[VP [PathP {DP‘E‘H_}ea‘H‘} [Path’ [Path Path—v] [PlaceP {DP‘E‘H_}eaﬁ‘} [Place’ Place \/EIX]]]]

c. Path-v Fusion

[VP [PathP {DP‘E‘H_}ea‘H‘} [Path’ Path+v [PlaceP {DP‘E‘H_J'Q&H} [Place’ P lace \/EIX]]]]

d. Vocabulary Insertion

[VP [PathP {DP‘E‘H_}ea‘H‘} [Path’ _i [PlaceP {DP‘E‘H_«IG'&H} [Place’ _ elX]]]]

e. Conflation

[vP [PathP {DP‘E‘H_}eaﬂ‘} [Path’ eixi [PlaceP {DP‘E‘H_J'G'&‘H} [Place’ eix elX]]]]
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f. Erasure of unpronounced links

[VP [PathP {DP‘E‘H_}ea‘H‘} [Path’ eixi [PlaceP {DP‘E‘H_J'G&H} [Place’ eix €-l96:|]]]

At an early stage of PF, before Vocabulary Insertion, v lowers to Path (see (121)b),
forming a complex head and then Fusion takes place, creating a single head out of that
complex head (see (121)c). Vocabulary Insertion fills the node with a defective
phonological matrix, [ 7] (see (121)d), corresponding to the thematic vowel of the input
v node (Path does not have a phonological matrix of its own in Catalan).*” Conflation
applies to fill up all defective phonological matrixes, from Compl-Place up to the new
node Path+v (see (121)e). Finally, after Conflation has applied, the links which are not
to be pronounced (the lowest ones) are erased (see (121)f).

3.3.6 A cartography of the PF-branch: the timing of morphophonological operations

Embick & Noyer (1999, 2001) propose that the operations of the PF-branch of the
derivation respect a sequence based mainly on whether they apply before or after
Vocabulary Insertion. The rationale behind this hypothesis is that there are operations
not sensitive to phonological material and which must therefore apply before
Vocabulary Insertion and there are operations sensitive to phonological material and
must apply therefore after Vocabulary Insertion. In this dissertation I am only interested
in operations applying before Vocabulary Insertion. In particular, I assume the (partial)
“cartography” shown in (122), partly illustrated in the last Section through (121):%

(122) A (partial) cartography for PF
a. Lowering
b. Fusion
c. Vocabulary Insertion
d. Conflation.
e. Erasure of unpronounced links

The operations before Vocabulary Insertion are in fact sensitive to configuration, rather
than to phonological properties. Thus, Lowering brings a head down to the head of its
complement, forming a complex head therewith. Fusion takes two simple sister heads
and produces a new head with the featural specification of the input heads. As
mentioned in the last section, Fusion may apply to nodes which have already been
brought together into a complex node in the syntax, and that is why it is included in
brackets at the top, beside Lowering. The Fusion in (122)b is then the one applying
subsequently to Lowering. Vocabulary Insertion, instead, inserts phonological matrixes,
defective or not, into the functional nodes. As was discussed in Section 3.3.2, it is
highly sensitive to the material configurational whithin the phase (here, the vP).
Conflation applies subsequently in order to fill up all the defective phonological
matrixes remaining after Vocabulary Insertion. It applies, as described in Section 3.3.3,
from heads up to the phrasal level. If the head has itself a defective phonological matrix,
it is filled up by that of the complement.”’ After all the structure has received
(segmental) phonological specification, the unpronounced links of the chains created by

¥ Observe that I am neglecting the affixal relation that T and v hold in most tenses in Romance.

% The sequence in (122) by no means exhaust the set of operations proposed within DM to account for
morphology-syntax mismatches: it encompasses the operations which I need to derive the data in the
dissertation.

' As far as I know, conflation is not considered by DM theoreticians besides Heidi Harley (see Harley
2004, 2005, for instance)
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conflation or by syntactic movement are deleted.”” The operations before Vocabulary
Insertion are established to apply in this order, but not all of them operate necessarily in
every language. Since my aim is to derive cross-linguistic variation within the domain
of argument structure from a strictly morphophonological point of view, I propose that
Lowering and Fusion apply in some languages and not in others. This results, in turn,
from language-specific morphophonological properties of functional heads.

As mentioned, I have already partly illustrated the sequence proposed in (122) when I
described the PF-derivation of change-of-state predicates in Romance in (121): I take v
in Romance to be phonologically specified to lower to and fuse with Path, forming one
and the same node with it. This circumstance, I contend, makes it impossible for a
separate head, a root, to adjoin to v in Romance. As we saw in Section 3.1.4, example
(71), the system permits v to enter into an adjunction relation with a root which is
thereby interpreted as Manner, as shown in (123):

(123) Sue danced into the room:

[ve [+ v NDANCE] [pune for-Ste] [pa Path (= 10) [ptacer for-Stie] [piace® [piace Place
VIN] [pp the room]]]]]

Since Fusion, as defined in the last section, operates on two simple heads to derive a
fused simple head, predicates such as the one in (123) are impossible in Romance, since
in these languages v is fused with Path:

(124) Catalan
*Ellaballa  a I’habitaci6.  (In the directional sense.)
she danced at the=room

*[VP [PathP {DP‘E‘H'&} [Path’ [Path Path [v v \/BALL]] [PlaceP {DP‘E‘H'a} [Place’ [Place Place (:
a)] [or I’habitacio]]]]]

Finally, I would like to show how the operation Lowering derives the affixation process
referred to in Section 3.3.4 for Latin predicates such as (118)b, which brings together
the Path head and the v head in languages like Latin. I provide the full derivation in
(125):

(125) Latin; PF derivation of Joan exiit, ‘Joan went out’
a. Structure delivered by syntax

[VP v [PathP {DP‘«IQ&H} [Path’ Path [PlaceP {DP‘J'ea‘H} [Place’ Place \/EX]]]]
b. v-to-Path Lowering

[VP [PathP {DP_}ea‘H‘} [Path’ [Path Path—v] [PlaceP {pp—}ﬁaﬂ-} [Place’ Place \/EX]]]]

%2 Alternatively, one might think that the operations at PF do not leave copies and, hence, do not create
chains. Erasure, then, would only apply to real chains, that is, the ones created before Spell-Out.
However, conflation has been proposed by Hale & Keyser (2002:71f.) to be responsible for predicates
involving cognate objects, where the object and the verb share the same root, as in She slept the sleep of
the just (Hale & Keyser 2002:71). Here the links at the head (v) and at the tail (Compl-v) are pronounced.
See Haugen 2009 for a conflation-less DM implementation of predicates involving cognate and
hyponymic objects (Dance a polka). See Mateu & Rigau 2010 for an application of Haugen’s (2009)
proposal to Romance verb-particle constructions. See Mateu 2010 for the same proposal applied to so-
called weak resultatives and apparent cases of directed motion constructions involving a verb of manner
of motion in Romance. The reader is also referred to Chapter 4, Sections 1.1.2 and 1.2 for more related
discussion.
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c. Vocabulary Insertion

[VP [PathP {DP_}ea‘H‘} [Path’ [Path Path l] [PlaceP {DP‘J'G'&H} [Place’ - ex]]]]
d. Conflation

[VP [PathP {DP_}ea‘H‘} [Path’ [Path ex l] [PlaceP {DP‘JG'&H‘} [Place’ ex ex]]]]

e. Erasure of unpronounced links

[VP [PathP {DP_}ea‘H‘} [Path’ [Path ex l] [PlaceP {DP‘JG'&H‘} [Place’ €x 696]]]]

I assume that in languages like Latin v and Path are idiosyncratically specified to form a
word. This is achieved through a Lowering operation, illustrated in (125)b: v descends
to the head of its complement, Path, forming a complex head with it (represented here
with a dash). Vocabulary Insertion takes place and v receives a non-defective
phonological matrix of its own (see (125)c). Recall from Section 3.3.3 that the
conflation sites are already decided before PF, since conflation is concomitant to Merge.
Therefore, Path is already specified, when entering PF, with a phonological matrix,
namely that of the root VEX. This is in fact the phonological matrix which corresponds
to Path by the algorithm described in Section 3.3.3. Path receives this phonological
matrix after Vocabulary Insertion (see (125)d). After Conflation, the unpronounced
links are erased (see (125)e).

On the other hand, if v does not receive a phonological matrix at Vocabulary Insertion a
different picture, namely, without prefixation, emerges. I illustrate with the PF-
derivation of the unprefixed change-of-state Latin predicate in (126):

(126) Latin, Bell. Aftr. 25, 2
Rex Bocchus [...] oppidum [...] capit.
king.NOoM Bocchus.NOM  town.ACC take.3SG
‘King Bocchus conquered the town.’
(127) PF-derivation of (126)
a. Structure delivered by syntax
[VP Beechus [V’ v [PathP {DP‘epp*d'&m} [Path’ Path [PlaceP {'Dpﬂﬁp*d'&m‘} [Place’ Place
Near]]]]]
b. v-to-Path Lowering
[VP Beechus [V’ [PathP {DP‘epp*dﬁ'm‘} [Path’ [Path Path‘V] [PlaceP {'Dpﬂppidﬁ'm‘} [Place’
Place Vcar]]]]]
c. Vocabulary Insertion
[VP BGGGhHS [V’ [PathP {'Dpﬂpp*dﬁm'} [Path’ [Path o _] [PlaceP {DP‘epp*dﬂm‘} [Place’ _
cap]]]]]
d. Conflation
[VP Beechus [V’ [PathP {DP‘epp*dﬁ'm} [Path’ [Path cap Cap] [PlaceP {Dpﬂﬁﬁfd’d'm‘} [Place’

cap capl]]]]
e. Erasure of unpronounced links

[VP BGGGh—HS [V’ [PathP {DP‘epp*dﬁ'm} [Path’ [Path cap 6619] [PlaceP {Dpﬂﬁﬁfd’d'm‘} [Place’
Place eap]]]]]

At Vocabulary Insertion v does not receive a phonological matrix, so at the phase of
Conflation it receives, by default, the one which corresponds to it by conflation, namely
that of VcAp. Path also receives this phonological matrix; however, at the phase of
Erasure of unpronounced links, only one copy of the matrix remains, yielding the
unprefixed verb capit.
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In Chapters 3 and 4 we will have more opportunities to see how the
morphophonological interpretation of syntactic structures gives rise to observable
systematic cross-linguistic differences within the realm of argument structure.

3.4 Summary

In this section I have described a version of a syntactic neo-constructionist theory of
argument/event structure. Drawing on Mateu 2002 and Acedo-Matellan & Mateu 2010,
and doing without Hale and Keyser’s I-/s-syntax difference, I have shown how
argument/event structure is syntactically built. I have appealed to the difference between
functional heads (relational elements) and roots (non-relational elements), emphasising
the fact that only the former are syntactically active and, hence, only they can project
structure. In particular, an eventive head, v, and an adpositional head, p, have been
proposed, p being interpreted, in turn, as either Place (when only one p is merged) or
Path (when a second p is merged). Both roots and DPs have been proposed to be able to
be merged as arguments within the structure. On the semantic side, I have defended the
view that a distinction must be made between structural semantics, that is, the semantic
interpretation of the structure created by the syntax, and encyclopaedic semantics,
encoded solely by roots. I have described the structural semantics of argument structure
configurations, both of arguments and of functional heads, emphasising the idea that
argument interpretation is utterly based on configuration and that roots too must be
interpreted depending on their position, against approaches advocating grammatically
relevant ontologies of roots. Inspired by Borer’s (2005b) theory of event structure, I
have described how aspectual properties emerge from the syntactic configuration.
Finally, T have adopted Marantz’s (2001f.) proposal that the phase, as the unit for
phonological and semantic interpretation provides the domain within which the retrieval
of special meanings for roots can be triggered. On the morphophonological side, I have
basically assumed the postulates of DM: that the syntax-morphophonology interface is
isomorphic by default but not necessarily, that at least some phonological properties
(those of functional heads) are lately inserted in an abstract syntactic structure and that
the PF-branch of the derivation can be segmented into an ordered sequence of
operations. I have included conflation a la Hale & Keyser (2002:60f.) and Harley (2004)
as an operation accounting for part of the mentioned syntax-morphology mismatch, in
particular for the fact that one and the same root appears to encompass different
morphosyntactic nodes. One of the main tenets to be defended in the dissertation is the
fact that cross-linguistic variation is to be explained as the result of different options
followed during the PF-derivation of the structure. As an illustration of this idea, I have
linked the non-existence of complex predicates in Romance, such as Sue danced into
the room, to the fact that a Fusion operation converts the v head and the Path head into a
single head in these languages, preventing v to appear in an adjunction structure with a
root interpreted as Manner. In the following chapters I will apply the mechanisms
discussed to cross-linguistic differences in the expression of complex predicates of
change of state/location.

4 Overall summary

In this chapter I have made explicit my assumptions on the nature of the lexicon-syntax
and morphology-syntax interface. I have begun by introducing a fundamental
distinction within the theories of the lexicon-syntax interface: the endo-skeletal theories
and the exo-skeletal theories. The former propose that the syntactic and semantic
properties of linguistic expressions are but a projection of lexical items, while for the
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latter they emerge, largely, from the structure itself, lexical items being reduced to
conveyors of grammatically-opaque, encyclopaedic content. Within exo-skeletal
approaches the distinction has been made between constructionist approaches, where
the syntactic structure and the non-encyclopaedic semantics depend on primitive lexical
elements called constructions and neo-constructionist approaches, where the structure is
the result of the mechanisms of the computational system. I have then described three
neo-constructionist models: Mateu’s (2002) theory of the relational syntax and
semantics of argument structure, Borer’s (2005b) syntactic theory of event structure and
the DM version of the Minimalist Program for the architecture of grammar. Afterwards
I have presented a neo-constructionist model based on Mateu’s (2002) theory and
influenced by the other two mentioned models. In this model argument/event structure
configurations are created in the syntax, hence, through the application of free Merge.
Structure is created on two functional heads, an eventive head, v, and an adpositional
head, p. Roots and DPs are merged into argumental positions, a circumstance derived
from an abandonment of the I-/s-syntax distinction of the halekeyserian model. Roots
and DPs receive an argumental interpretation according to the position they occupy in
the structure. Crucially, roots cannot project structure, as in Mateu’s (2002) and Borer’s
(2005a, 2005b) models, and unlike some implementations of the DM model. As in any
other Minimalist account, the structures generated by the syntax are interpreted at the
interfaces. As far as semantic interpretation is concerned, I have emphasised the
distinction between structural semantics, emerging from the structure, and
encyclopaedic semantics, encapsulated in the roots. I have also paid attention to the
aspectual interpretation of configurations, establishing that a (p-type) Path projection is
responsible for a telic interpretation of the event if a quantity DP is merged at its
specifier. As far as special meanings are concerned, I have assumed the proposal by
Marantz (1995f.) that special meanings are restricted to roots and not to structures, but
that their retrieval is possible only within a domain defined structurally. Finally, I have
paid great attention to the PF-interpretation of the structure, since, I argue, it is this
interpretation that cross-linguistic differences are restricted to. I have assumed that,
unlike the syntax-semantics interface, the syntax-morphophonology interface can be
non-isomorphic. I have adopted a Late (Vocabulary) Insertion of phonological
representations of functional items, but I have argued for an Early Insertion of roots, as
proposed by Embick (2000). Alongside the DM mechanism of Vocabulary Insertion,
Conflation has been argued to account for the phonological interpretation of the
structure, as a repair mechanism. I have finally discussed operations proposed within
the DM model which account for the mentioned lack of isomorphism between the
syntactic and the morphological representation. If these operations, properly ordered
along the PF-branch, are triggered by features of the functional items, an explanation of
patterns of cross-linguistic variation in argument structure expression can be attempted,
as I shall show in Chapters 3 and 4.
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Chapter 3

Latin as a satellite-framed language

In this chapter I use the theoretical tools introduced in Chapter 2 to analyse a wide range
of argument structure phenomena in Latin. A quick glance at the Dictionnaire Latin
Frangais by Gaffiot (1934) shows that many composite verbal lexical entries in Latin
receive a periphrastic definition in French. Importantly, the correspondence between the
morphological components of the Latin verb and the syntactic components in the
Romance periphrasis appears to be systematic. The following entries involving the
prefix ex- illustrate the fact:

(1) Latin; Gaffiot 1934
a. ex-cutio
out-shake.1sG
“Faire sortir ou tomber en secouant” (‘make go out or fall shaking”)
b. ex-cudo
out-beat.1SG
“faire sortir en frappant” (‘make go out beating’)
C. e-repo
out-crawl.1SG
“sortir en rampant, en se trainant” (‘go out crawling’)

In the above examples, the prefix ex- (with the form e- in erepo) ‘out (of)’, seems to
correspond, in the French translation, to a whole verb, namely (faire) sortir ‘(make) go
out’, while the semantic content of the simple verb in each case is translated as a
manner adverbial (en secouant ‘shaking’; en frappant ‘beating’; en rampant, en se
trainant ‘crawling’). For motion events in general, while Latin expresses the trajectory
and final location within one morpheme and the “kind” of motion —shaking, beating
and crawling, respectively, in (l)a through (1)c— within a different morpheme
(namely, t